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Abstract
Text classification is a research hotspot in the field of natural language processing. Existing text classification models based 
on supervised learning, especially deep learning models, have made great progress on public datasets. But most of these 
methods rely on a large amount of training data, and these datasets coverage is limited. In the legal intelligent question-
answering system, accurate classification of legal consulting questions is a necessary prerequisite for the realization of 
intelligent question answering. However, due to lack of sufficient annotation data and the cost of labeling is high, which lead 
to the poor effect of traditional supervised learning methods under sparse labeling. In response to the above problems, we 
construct a few-shot legal consulting questions dataset, and propose a prototypical networks model based on multi-attention. 
For the same category of instances, this model first highlights the key features in the instances as much as possible through 
instance-dimension level attention. Then it realizes the classification of legal consulting questions by prototypical networks. 
Experimental results show that our model achieves state-of-the-art results compared with baseline models. The code and 
dataset are released on https://​github.​com/​cjm08​24/​MAPN.

Keywords  Legal consulting questions classification · Few-shot learning · Prototypical networks · Instance-dimension level 
attention

1  Introduction

Text classification is a common task in the field of Natural 
Language Processing (NLP), which is widely used in news 
classification, information retrieval and machine reading 
comprehension, etc. In the field of legal intelligent question-
answering, accurately judging the legal category based on 
the facts described by users is also a text classification task, 

and a necessary prerequisite to realize intelligent question 
answering.

With the development of deep learning, researchers begin 
to apply deep learning models to achieve text classification. 
Kim [1] proposed to use Convolutional Neural Networks 
(CNN) to realize text classification, and achieved results that 
surpass previous supervision models. Later, Du et al. [2] and 
Huang et al. [3] used Recurrent Neural Network (RNN) and 
Graph Neural Networks (GNN) for text classification tasks, 
respectively. Deep learning models have gradually become 
the mainstream methods of text classification because they 
do not require manual feature extraction and the classifica-
tion effect are significant. However, deep learning models 
need the support of large-scale labeled datasets. When there 
is less annotated data, they are easy to show the phenomenon 
of overfit [4]. Especially in specific application fields, such 
as medical and financial, annotators are required to have a 
high professional level, which leads to a high cost of annota-
tion. So the development of deep learning is limited in these 
fields. In the case of sparse annotation, it has become a prob-
lem for researchers to achieve efficient text classification.
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Currently, researchers have begun to study methods based 
on Few-Shot Learning [5] (FSL), such as model-agnostic 
meta-learning [6], relation networks [7], matching networks 
[8], etc. But these methods are mostly applied in computer 
vision, and are rarely found in NLP. Recently, Gao et al. 
[9] proposed hybrid attention-based prototypical networks 
for few-shot relation classification, and successfully applied 
FSL in text classification. However, in the legal intelligent 
question-answering system, due to the short length of legal 
consulting texts, serious oral language, the lack of applica-
ble datasets and so on, the classification encounters great 
obstacles. For these reasons, we construct a few-shot dataset 
for lagal consulting questions classification, and propose a 
classification model based on multi-attention prototypical 
networks. Our contributions are summarized as follows:

•	 We construct a few-shot dataset for legal consulting ques-
tions. This dataset contains 46 categories and each cat-
egory contains 30 to 300 instances.

•	 In view of the particularity of the dataset constructed 
in this paper, we propose a multi-attention prototypical 
networks model based on instance-dimension level atten-
tion.

•	 Experimental results on our dataset show that our model 
achieves state-of-the-art effects. We also test our model 
on other few-shot datasets. The experimental results 
show that our model has generalization ability.

2 � Related Works

Currently, with the development of deep learning, research-
ers began to apply it to text classification and achieved good 
results. Kim [1] proposed to use CNN for text classifica-
tion. First, he utilized pre-trained word vectors to represent 
text information as input, and then used the labeled data to 
train to achieve text classification. The result of classifica-
tion proves that CNN is not only suitable for image clas-
sification tasks, but also for text classification tasks. Due to 
the sequential nature of the text information and the prob-
lem of long-term dependence, Zhou et al. [10] proposed to 
apply Long Shot-Term Memory (LSTM) to text classifica-
tion, which solved the problem that CNN cannot model 
contextual information. Whether it is CNN or LSTM, the 
sentence is used as the input of model, the sentence features 
are extracted through the deep learning models, and the 
classifier is used to achieve classification. But these models 
ignore the information relevance between sentences. Yang 
et al. [11] proposed a hierarchical attention mechanism 
model for document classification, including word-level and 
sentence-level attention, so that the model has the ability to 
assign different attention to each word and each sentence in 
one document.

In the application field where annotated data is scarce, the 
existing deep learning models cannot play a very good role. 
In response to this problem, the few-shot learning methods 
have gradually attracted researchers’ attention and began to 
be applied in the field of computer vision [4, 8, 12–14]. Gao 
et al. [9] believed that text is different from images, and 
there are problems such as information diversity and large 
noise. Therefore, they proposed a prototypical networks 
model based on the hybrid attention mechanism to achieve 
relation classification. This model designed instance-level 
and feature-level attention to alleviate the influence of noisy 
data and sparse features. Sun et al. [15] proposed a hierarchi-
cal attention prototypical networks for few-shot text clas-
sification. They designed the feature level, word level, and 
instance-level multi cross attention for the model to enhance 
the expressive ability of semantic space. Geng et al. [16] 
proposed an induction network for few-shot text classifi-
cation. They used the dynamic routing algorithm in meta-
learning to learn the generalized class-wise representation 
so that the model can be better generalized and promoted. 
Subsequently, Geng et al. [17] proposed dynamic memory 
induction networks for few-shot text classification. The 
model utilizes dynamic routing to provide more flexibility 
to memory-based FSL in order to better adapt the support 
sets, which is a critical capacity of few-shot classification 
models. Bao et al. [18] proposed a meta-learning model for 
few-shot text classification. They used an attention genera-
tor and a ridge regressor to make the model perform well in 
cross-category transfer.

3 � Prototypical Networks Based 
on Multi‑attention

3.1 � Basic Concepts for Few‑Shot Learning

The purpose of FSL is to generalize and analogize limited 
prior knowledge, and extend it to new tasks. It is used to 
solve the problem of how to improve the performance of 
the model in the case of less training data. FSL contains the 
following concepts:

Support set: N categories are randomly selected from 
the dataset at each iteration, and each category contains K 
instances, thus forming the support set containing N × K 
instances. Generally speaking, at each iteration, the model 
will be trained once on support set to learn features.

Query set: the query set is similar to support set. Q 
instances from each of the remaining instances of the N 
classes will be selected to form query set. During training, 
the model will calculate the loss on query set and update 
parameters after once training on support set.

N-way K-shot: N-way refers to N categories, and K-shot 
means that each category contains K instances. N-way 
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K-shot task refers to the model learns features from support 
set, so that it knows how to distinguish these N categories.

Training set and test set: the training set and test set in 
FSL task are consistent in data composition. But there is 
no category overlap between two datasets, and they both 
contain support set and query set. In the FSL task, to adapt 
to new tasks quickly, the model first trains parameters on 
training set, and then the support set in test is used to adjust 
the parameters. Finally, the model tests the performances 
on query set.

3.2 � Model Framework

In this paper, we propose a Legal consulting questions Clas-
sification model based on Multi-Attention Prototypical Net-
works (MAPN-LC). This model uses prototypical networks 
as a basic framework, and realizes classification by calculat-
ing the distance between consulting questions and each class 
prototype. In the classification process, we introduce the 
instance-dimension level attention mechanism. Firstly, we 
assign different weights to each instance in one category, and 
then assign different weights to each dimension of weighted 
instances’ feature vectors, thereby improving the contribu-
tion of key instances and key features.

We define the legal consulting questions classification as 
predicting the category of query instance q through a given 
support set S. Among them, the support set S is defined as 
follows:

where sj
i
 denotes the j-th instance of the i-th category, and S 

is expressed in the form of N-way K-shot.
The framework of the model is shown in Fig. 1. For 

each instance in support set S, each word in the instance 
is expressed as a word vector through the word embedding 
module, and then the feature vector of instance is obtained 
through the feature extraction module. Then, the instance-
dimension level attention is used on instances’ feature vec-
tors to obtain the weight vector �i in the dimension. For 
query instance q, feature vector xq is obtained through the 
word embedding module and feature extraction module. 
Finally, the class prototype ci of each class is calculated 
through prototypical networks, and the distance function is 
generated by combining the weight vector �i to predict the 
legal category of query instance q.

3.3 � Instance Encoder

3.3.1 � Embedding Layer

Since the text cannot be directly involved in the calculation, 
we use the pre-training word vectors to map each word in the 
instance into the form of word vector. Each word wi in the 
instance s = (w1,w2,… ,wn) is expressed as a dk dimensional 
vector ei . Then the embedding vector s� = (e1, e2,… , en) of 
instance s is obtained, where s� ∈ ℝ

n×dk , and n denotes the 
maximum length of instance.

(1)S =
{(

s1
1
, s2

1
,… , sK

1

)

,… ,
(

s1
N
, s2

N
,… , sK

N

)}

,

Fig. 1   Prototypical networks based on multi-attention
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3.3.2 � Feature Extraction Layer

Since the input of the model is a sentence, there is a strong 
correlation between each word in the sentence, so we can 
generate sentence feature vectors by extracting the semantic 
information of all words, and better express the complete 
semantic information of the sentence. In this paper, we per-
form CNN on the dimension of the word embeddings to 
extract the completed semantic information to obtain the 
corresponding sentence embedding, so as to better repre-
sent the sentence features. The feature extraction module is 
shown in Fig. 2. First, we use h convolutional kernels with 
t × dk ( t < n ) dimentional to perform on n × dk dimensional 
embedding vector s′ . And h local feature vectors with dimen-
sions m × 1 can be obtained. Then we use the max-pooling 
operations with the window size of m × 1 to extract the maxi-
mum feature of each convolution kernel. Finally, we can 
obtain a 1 × h dimensional feature vector, and instance s′ is 
represented as a feature vector x ∈ ℝ

1×h.

3.4 � Prototypical Networks

The main idea of prototypical networks is to use the class 
prototype vectors to represent the instances of each category. 
We represent the class prototype of each category by calcu-
lating the average value of its instances’ feature vectors. The 
class prototype vector is calculated by Eq. (2):

where xj
i
 denotes the j-th instance’s feature vector of the i-th 

category, K denotes instances’ number of the i-th category 
in support set, and ci denotes the class prototype of the i-th 
category.

3.4.1 � Instance‑Dimension Level Attention

Our dataset has a certain particularity, the length of the 
instances in our dataset is shorter and the instances of the 
same category have certain similarities. It can be seen 
from Table 1, although the three instances have different 

(2)ci =
1

K

K
∑

j=1

x
j

i
,

(a) (b) (c)

Fig. 2   Feature extraction module. The red rectangle in (a) represents 
a convolution kernel, and the red rectangle in (b) represents the result 
of a convolution operation performed by the convolution kernel on 
the sentence embedding vector; the green rectangle in (b) represents 

the filter size of the max-pooling operation, and the green rectangle in 
(c) represents the result of performing the max-pooling operation on a 
local feature vector

Table 1   Three instances in 
“Joining rights protection” 
randomly selected from the 
legal consultation question 
dataset

Number Instance Text length

1 我加盟了奶茶店, 但是还没开业, 可不可以退款? (I joined a milk tea shop, but 
it hasn’t opened yet. Can I get a refund?)

13

2 你好, 我这边加盟了餐饮店, 现在没开成, 能退吗? (Hello, I joined a restaurant, 
but it hasn’t opened now. Can I get a refund?)

16

3 交了加盟费, 不想开店了, 能退回来吗? (I have paid the franchise fee and don’t 
want to open a shop. Can I get it back?)

10



International Journal of Computational Intelligence Systems          (2021) 14:204 	

1 3

Page 5 of 9    204 

expressions, they have similar semantics. Besides, there are 
fewer instances in the support set in FSL, and the features 
extracted from the support set have a datasparse problem. 
We introduce the instance-dimension level attention com-
posed of instance-level and dimensional-level attention. It 
is shown in Fig. 3.

The instance-level attention draws on the idea of the self-
attention mechanism [19], and performs cross-attention 
between K instances in the support set to assign different 
weights to each instance. If one instance has a higher sim-
ilarity with other instances, it means that this instance is 
more representative of its category and should be given a 

higher weight. Thus, a certain interdependence relationship 
is established between K instances in the same category.

The instance-level attention module first multiplies the 
instances’ feature vector set Xi of a certain category in 
support set with its projection matrices WQ , WK and WV , 
respectively. Then through the linear transformation we can 
obtain three vectors, Queryi , Keyi and Valuei . Finally, we 
can get the self-attention score of each instance. That is, 
one instance can more represent its category, the higher cor-
responding score. And the weight matrix �i composed of 
similarity scores between each instance and other instances 
is obtained. Where Xi = {x1

i
, x2

i
,… , xK

i
} ∈ ℝ

K×h , i denotes 

Fig. 3   Instance-dimension level 
attention module
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the i-th category, and xj
i
 denotes the j-th instance’s feature 

vector of the i-th category. Queryi , Keyi , Valuei ∈ ℝ
K×h , and 

the weight matrix �i ∈ ℝ
K×K is shown as follows:

Then, as shown in Eq. (4), the weight matrix �i and the vector 
Valuei are element-multiplied to obtain the weighted feature 
vector set Zi =

{

z1
i
, z2

i
,… , zK

i

}

∈ ℝ
K×h , where zj

i
 denotes the 

j-th instance’s weighted feature vector of the i-th category.

When classifying special categories in the feature space, 
certain dimensions have stronger distinguishing abilities. 
Therefore after obtaining weighted feature vectors with a 
certain interdependence relationship, we introduce dimen-
sion-level attention to increase the weight of these dimen-
sions. We apply a CNN-based feature attention mechanism 
according to Gao et al., to achieve dimension-level attention. 
Finally, through the convolution operations on each dimen-
sion of the weighted feature vector set Zi , the weight vector 
�i on the feature dimension is obtained.

3.4.2 � Instance Prediction

To predict the category of query instance q, we calculate the 
distance from xq to each class prototype ci . The most com-
monly used distance function is Euclidean distance. For pro-
totypical networks based on multi-attention proposed in this 
paper, the dimension-level weighted feature vector �i of the 
support set can be obtained through the instance-dimension 
level attention. We use the distance function constructed 
based on the weight vector �i to realize the label prediction 
of the instances [9]. It can make the model better adapt to 
the given categories and instances, and better alleviate the 
impact of feature sparse on model performance. The distance 
function is shown in Eq. (5):

Finally, we use the cross-entropy loss function to evaluate 
the gap between the predicted category and actual category 
of instance q, and use the stochastic gradient descent algo-
rithm to adjust the parameters.

(3)�i = sof tmax

�

Queryi ⋅ KeyT
i

√

h

�

.

(4)Zi = �i ⋅ Valuei.

(5)di = �i
(

ci − xq
)2
.

4 � Experiments

To verify that the model proposed in this paper can better 
realize the legal consulting questions classification, we con-
struct a few-shot consulting questions classification dataset 
in the legal field, and compare it with other FSL models.

4.1 � Datasets

We evaluate our approach on legal consulting questions clas-
sification dataset, amazon product dataset, HuffPost head-
lines dataset, and FewRel.

Legal consulting questions dataset are obtained from real 
legal intelligent question-answering websites. This dataset 
contains 46 categories, such as medical disputes, insurance 
claims and bond mortgages, with a total of 10,402 legal con-
sulting questions. Each category contains 30–300 instances 
with different text lengths, and the maximum text length is 
40. According to the definition of FSL, we divide the data-
set into a training set and a test set, and there is no overlap 
between the categories of two sets. The statistical informa-
tion of the dataset is shown in Table 2.

Amazon product dataset contains customer reviews from 
24 product categories. Since the original dataset is too large, 
we generate a subset by sampling 1000 reviews from each 
category and split it according to Bao et al. [18]

HuffPost headlines dataset [20] consists of news head-
lines published on HuffPost between 2012 and 2018. These 
headlines split among 41 classes.

FewRel [21] is a relation classification dataset developed 
for FSL. Each instance is a sentence, annotated with a head 
entity, a tail entity and their relation. We need to classify 
the relation between the head and tail entities based on the 
semantic information of the sentence.

4.2 � Baselines

In this section, the baseline models in our experiments are 
introduced as follows:

•	 SNAIL [13] is a meta-learning model, which uses tempo-
ral convolutional neural networks and attention modules 

Table 2   Dataset of legal consulting questions

Name Traing set Test set

Number of categories 36 10
Number of instances 8047 2355
Number of instances per category 30~300 30~300
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to integrate information from past experience to achieve 
rapid learning.

•	 GNN [14] is proposed to embed instances of support 
set and correspond label information into graph nodes, 
and spread information between nodes. The query set 
instances receive information from support set, so as to 
realize few-shot classification.

•	 Siamese neural networks [12] is proposed to accom-
plish image classification. During training, this model 
combines different samples into pairs and inputs them 
into siamese network to extract the features, and then 
calculates the distance between the features to realize 
classification.

•	 Prototypical networks [4] is applied to a few-shot image 
classification task. This model maps the samples to a 
metric space. For each class of samples, it calculates the 
mean of feature vectors to represent the class prototype. 
When predicting an unknown sample, the Euclidean dis-
tance is used to calculate the distance between the sample 
and each class prototype to predict the label of the sam-
ple.

•	 Proto-HATT [9] is a hybrid attention-based prototypical 
networks for noisy few-shot relation classification.

4.3 � Parameter Settings

In this experiment, Google’s open-source toolkit word2vec 
is used to obtain word embedding vectors by training the 
dataset constructed in this paper. The hyper-parameters 
are determined by grid search algorithm, including CNN 
encoding window size t ∈ {2, 3, 4, 5} , batch size batch 
∈ {3, 4, 5, 6} , and learning rate size lr∈ {0.001, 0.01, 0.1} . In 
addition, we performed 30,000 iterations to train the model. 
The parameters used by the model are shown in Table 3.

4.4 � Experimental Results

4.4.1 � Overall Performance

To verify the superiority of the model proposed in this 
paper, we have compared it with the current mainstream 
FSL models.

As shown in Table 4: (1) In the four cases, the accuracy 
of MAPN-LC is higher than that of the baseline models, 
and it is 2–3% higher than Proto-HATT which works best 
among the comparison models. (2) From the experimental 
results of MAPN-LC in the four cases, the accuracy is the 
highest in 5-way 10-shot, and the accuracy is the lowest 
in 10-way 5-shot. It explains that with the same number of 
categories, as the number of training instances increases, 
the model performance will also improve. In the case of 
the same number of instances, as the number of categories 
increases, the difficulty also increases. (3) MAPN-LC is 
better than Proto-HATT. The reason is that although Proto-
HATT uses feature-level attention, the difference is that 
we consider the impact of instance similarity on model 
performance when extracting instances’ features. MAPN-
LC increases the weight of instances with higher similarity 
to other instances when extracting features. Based on the 
above points, MAPN-LC proposed in this paper can bet-
ter realize the classification of legal consulting questions.

To verify the attention purposed in the paper, the 
instance-level and dimension-level attention, which are 
applied on the basis of prototypical networks are helpful to 
improve the performance of model, we conduct an ablation 
experiment on the multi-attention prototypical networks. 
The results are shown in Table 5. Among them, Proto-
typical networks represent the basic prototypical networks 
model, DAPN-LC represents prototypical networks model 

Table 3   Parameter settings

Parameter Value

Word vector’s dimension, dk 300
Maximum sentence length, n 40
Sentence’s feature vectors dimension, dh 230
CNN encoding window size, t 3
Learning rate, lr 0.001
Batch size, batch 4

Table 4   Accuracy comparison between different models on our data-
set (%)

Bold values indicate the model with the highest accuracy

Model 5-way 10-way

5-shot 10-shot 5-shot 10-shot

SNAIL 47.66 51.03 27.88 30.16
GNN 48.90 49.92 30.70 33.00
Siamese neural networks 57.37 63.44 43.41 49.01
Prototypical networks 62.83 67.94 49.11 54.97
Proto-HATT​ 66.31 73.64 53.00 60.36
MAPN-LC 69.94 74.60 54.91 63.19

Table 5   Ablation study of prototypical Networks based on multi-
attention on our dataset (%)

Bold values indicate the model with the highest accuracy

Model 5-way 10-way

5-shot 10-shot 5-shot 10-shot

Prototypical networks 62.83 67.94 49.11 53.48
DAPN-LC 67.70 73.60 53.94 62.29
MAPN-LC 69.94 74.60 54.91 63.19
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that only applies dimension-level attention, and MAPN-
LC represents prototypical networks model that integrates 
instance-dimension level attention.

It can be seen from Table  5: (1) In the four cases, 
DAPN-LC are 5% higher than the basic prototypical net-
works model on average, which proves that extracting 
instances features to express its category characteristics 
is helpful to improve the model performance. (2) MAPN-
LC that applies instance-level attention on the basis of 
DAPN-LC is 1–2% higher than DAPN-LC, which proves 
that the dimensional features extracted after weighting the 
instances are more representative. (3) Based on the above 
experimental results, it can be seen that adding instance-
dimension level attention on the basis of the prototypical 
networks can improve the performance of the model.

4.4.2 � Generalization Ability Verification

To verify that the model proposed in this paper is also appli-
cable to other public datasets, we experimented on HuffPost, 
FewRel and Amazon. The accuracy comparison results are 
shown in Tables 6, 7 and 8. It can be seen that the perfor-
mance of MAPN-LC is higher than that of Proto-HATT in 

most cases, which proves that the model proposed in this 
paper is not only suitable for legal consulting questions data-
set, but also for other general few-shot datasets. However, 
compared with Proto-HATT, the performance improvement 
is not obvious, indicating that this model is more suitable for 
the legal consulting questions dataset.

5 � Conclusion and Future Work

In this paper, we propose a classification model based on 
multi-attention prototypical networks to solve the few-shot 
classification task in the field of legal intelligent question-
answering. First, a few-shot consulting questions clas-
sification dataset in the legal field is constructed and the 
classification is realized by integrating multi-attention on 
the basis of the prototypical networks. Among them, multi-
attention refers to the instance-dimension level attention. 
The instance-level attention is mainly used to weight each 
category instances so that the local features extracted by the 
dimension-level attention can better represent the character-
istics of its category. The dimension-level attention is used 
to capture the semantic information of instances and allevi-
ate the problem of feature sparseness. In the experiment, 
we compare with the current mainstream FSL methods, the 
results show that the model proposed in this paper is better 
than baseline models.

In the future, we will refine the classification dataset of 
few-shot consulting problem in the legal field which con-
structed in this paper, and explore more suitable models 
for the classification of legal consulting questions, so as to 
improve the performance of classification.
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Table 6   Accuracy comparison of few-shot text classification on Huff-
Post (%)

Bold values indicate the model with the highest accuracy

Model 5-way 10-way

5-shot 10-shot 5-shot 10-shot

SNAIL 45.02 49.78 29.93 32.37
GNN 42.93 47.84 27.28 30.42
Siamese neural networks 46.43 48.82 31.66 33.87
Prototypical networks 54.08 58.36 39.57 43.82
Proto-HATT​ 52.64 57.90 38.52 44.22
MAPN-LC 52.46 58.40 38.06 44.46

Table 7   Accuracy comparison of relation classification on FewRel 
validation set (%)

Bold values indicate the model with the highest accuracy

Model 5-way 10-way

5-shot 10-shot 5-shot 10-shot

SNAIL 80.83 83.55 70.05 71.97
GNN 77.56 81.67 64.88 69.61
Siamese neural networks 82.04 85.59 70.49 71.48
Prototypical networks 85.64 87.88 74.62 78.05
Proto-HATT​ 85.72 88.35 75.06 78.73
MAPN-LC 85.80 88.51 75.64 78.80

Table 8   Accuracy comparison of few-shot text classification on Ama-
zon (%)

Bold values indicate the model with the highest accuracy

Model 5-way

5-shot 10-shot

SNAIL 46.47 48.51
GNN 42.55 47.59
Siamese neural networks 50.29 52.31
Prototypical networks 51.38 55.75
Proto-HATT​ 56.81 62.50
MAPN-LC 57.08 63.09
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