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ABSTRACT

In this paper, we explore meta-learning for few-shot text classification. Meta-
learning has shown strong performance in computer vision, where low-level pat-
terns are transferable across learning tasks. However, directly applying this ap-
proach to text is challenging–lexical features highly informative for one task may
be insignificant for another. Thus, rather than learning solely from words, our
model also leverages their distributional signatures, which encode pertinent word
occurrence patterns. Our model is trained within a meta-learning framework to
map these signatures into attention scores, which are then used to weight the lexi-
cal representations of words. We demonstrate that our model consistently outper-
forms prototypical networks learned on lexical knowledge (Snell et al., 2017) in
both few-shot text classification and relation classification by a significant margin
across six benchmark datasets (20.0% on average in 1-shot classification).1

1 INTRODUCTION

In computer vision, meta-learning has emerged as a promising methodology for learning in a low-
resource regime. Specifically, the goal is to enable an algorithm to expand to new classes for which
only a few training instances are available. These models learn to generalize in these low-resource
conditions by recreating such training episodes from the data available. Even in the most extreme
low-resource scenario–a single training example per class–this approach yields 99.6% accuracy on
the character recognition task (Sung et al., 2018).

Given this strong empirical performance, we are interested in employing meta-learning frameworks
in NLP. The challenge, however, is the degree of transferability of the underlying representation
learned across different classes. In computer vision, low-level patterns (such as edges) and their
corresponding representations can be shared across tasks. However, the situation is different for
language data where most tasks operate at the lexical level. Words that are highly informative
for one task may not be relevant for other tasks. Consider, for example, the corpus of HuffPost
headlines, categorized into 41 classes. Figure 1 shows that words highly salient for one class do not
play a significant role in classifying others. Not surprisingly, when meta-learning is applied directly
on lexical inputs, its performance drops below a simple nearest neighbor classifier. The inability of
a traditional meta-learner to zoom-in on important features is further illustrated in Figure 2: when
considering the target class fifty (lifestyle for middle-aged), the standard prototypical network (Snell
et al., 2017) attends to uninformative words like “date,” while downplaying highly predictive words
such as “grandma.”

In this paper we demonstrate that despite these variations, we can effectively transfer representations
across classes and thereby enable learning in a low-resource regime. Instead of directly considering
words, our method utilizes their distributional signatures, characteristics of the underlying word dis-
tributions, which exhibit consistent behaviour across classification tasks. Within the meta-learning
framework, these signatures enable us to transfer attention across tasks, which can consequently be
used to weight the lexical representations of words. One broadly used example of such distributional

∗Equal contribution.
1Our code is available at https://github.com/YujiaBao/Distributional-Signatures.
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Figure 1: Different classes exhibit different word
distributions in HuffPost headlines. We compute
the local mutual information (LMI) (Evert, 2005)
between words and classes. For each class, we
include its top 2 LMI-ranked words. Darker colors
indicate higher LMI.

Prototypical network (seen class)

this gorgeous grandma proves beauty has no
expiration date

Prototypical network (unseen class)

this gorgeous grandma proves beauty has no
expiration date

Our model (unseen class)

this gorgeous grandma proves beauty has no
expiration date

Figure 2: Visualization of word importance on
example from class fifty in HuffPost headlines.
Top: fifty is seen during meta-training; prototyp-
ical network (Snell et al., 2017) finds important
words. Middle: fifty is unavailable during meta-
training; it fails to generalize. Bottom: Our
model identifies key words for unseen classes.

signatures is tf-idf weighting, which explicitly specifies word importance in terms of its frequency
in a document collection, and its skewness within a specific document.

Building on this idea, we would like to learn to utilize distributional signatures in the context of
cross-class transfer. In addition to word frequency, we assess word importance with respect to a
specific class. This latter relation cannot be reliably estimated of the target class due to the scarcity
of labeled data. However, we can obtain a noisy estimate of this indicator by utilizing the few
provided training examples for the target class, and then further refine this approximation within the
meta-learning framework. We note that while the representational power of distributional signatures
is weaker than that of their lexical counterparts, meta knowledge built on distributional signatures
are better able to generalize.

Our model consists of two components. The first is an attention generator, which translates distri-
butional signatures into attention scores that reflect word importance for classification. Informed by
the attention generator’s output, our second component, a ridge regressor, quickly learns to make
predictions after seeing only a few training examples. The attention generator is shared across all
episodes, while the ridge regressor is trained from scratch for each individual episode. The latter’s
prediction loss provides supervision for the attention generator. Theoretically, we show that the
attention generator is robust to word-substitution perturbations.

We evaluate our model on five standard text classification datasets (Lang, 1995; Lewis et al., 2004;
Lewis, 1997; He & McAuley, 2016; Misra, 2018) and one relation classification dataset (Han et al.,
2018). Experimental results demonstrate that our model delivers significant performance gains over
all baselines. For instance, our model outperforms prototypical networks by 20.6% on average in
one-shot text classification and 17.3% in one-shot relation classification. In addition, both qualitative
and quantitative analyses confirm that our model generates high-quality attention for unseen classes.

2 RELATED WORK

Meta-learning Meta-learning has been shown to be highly effective in computer vision, where low-
level features are transferable across classes. Existing approaches include learning a metric space
over input features (Koch, 2015; Vinyals et al., 2016; Snell et al., 2017; Sung et al., 2018), developing
a prior over the optimization procedure (Ravi & Larochelle, 2016; Finn et al., 2017; Nichol &
Schulman, 2018; Antoniou et al., 2018), and exploiting the relations between classes (Garcia &
Bruna, 2017). These methods have been adapted with some success to specific applications in NLP,
including machine translation (Gu et al., 2018), text classification (Yu et al., 2018; Geng et al.,
2019; Guo et al., 2018; Jiang et al., 2019) and relation classification (Han et al., 2018). Such models
primarily build meta-knowledge on lexical representations.

2



Published as a conference paper at ICLR 2020

a) meta-training

training data: all examples from Y train

politics tech travel media sports beauty taste. . .

examples from which the
support and query are drawn

politics media sports

source pool
(our extension)

tech travel beauty. . .

1. sample N classes 2. retrieve examples from
remaining classes

b) meta-testing

training data is used as source pool (our extension)

politics tech travel media sports beauty taste. . .

testing data Y test

style culture fifty

taste arts money

... examples from which the
support and query are drawn

style money culture
sample

N classes

Figure 3: Episode generation. a) Meta-training: First, sample N classes from Y train. Then, sample
the support set and the query set from the N classes. We use examples from the remaining classes
to form the source pool. b) Meta-testing: Select N new classes from Y test and sample the support
set and the query set from these N classes. We use all examples from Y train to form the source pool.

However, as our experiments show, there exist innate differences in transferable knowledge between
image data and language data, and lexicon-aware meta-learners fail to generalize on standard multi-
class classification datasets.

In this work, we observe that even though salient features in text may not be transferable, their dis-
tributional behaviors are alike. Thus, we focus on learning the connection between word importance
and distributional signatures. As a result, our model can reliably identify important features from
novel classes.

Transfer learning Our work is also closely related to transfer learning: we assume access to a large
number of labeled examples from source classes, and we would like to identify word importance for
the target classification task. Current approaches transfer knowledge from the source to the target by
either fine-tuning a pre-trained encoder (Howard & Ruder, 2018; Peters et al., 2018; Radford et al.,
2018; Bertinetto et al., 2019), or multi-task learning with a shared encoder (Collobert & Weston,
2008; Liu et al., 2015; Luong et al., 2015; Strubell et al., 2018). Recently, Bao et al. (2018) also
successfully transferred task-specific attention through human rationales.

In contrast to these methods, where the transfer mechanism is pre-designed, we learn to transfer
based on the performance of downstream tasks. Specifically, we utilize distributional statistics to
transfer attention across tasks. We note that while Wei et al. (2017) and Sun et al. (2018) also learn
transfer mechanisms for image recognition, their methods do not directly apply to NLP.

3 BACKGROUND

In this section, we first summarize the standard meta-learning framework for few-shot classifica-
tion and describe the terminology (Vinyals et al., 2016). Next, we introduce our extensions to the
framework. Figures 3 and 4 graphically illustrate our framework.

Problem statement Suppose we are given labeled examples from a set of classes Y train. Our goal is
to develop a model that acquires knowledge from these training data, so that we can make predictions
over new (but related) classes, for which we only have a few annotations. These new classes belong
to a set of classes Y test, disjoint from Y train.

Meta-training In meta-learning, we emulate the above testing scenario during meta-training so our
model learns to quickly learn from a few annotations. To create a single training episode, we first
sample N classes from Y train. For each of these N classes, we sample K examples as our training
data and L examples as our testing data. We update our model based on loss over these testing
data. Figure 4a shows an example of an episode. We repeat this procedure to increase the number
of training episodes, each of which is constructed over its own set of N classes. In literature, the
training data of one episode is commonly denoted as the support set, while the corresponding testing
data is known as the query set. Given the support set, we refer to the task of making predictions over
the query set as N -way K-shot classification.

Meta-testing After we have finished meta-training, we apply the same episode-based mechanism
to test whether our model can indeed adapt quickly to new classes. To create a testing episode, we
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a) traditional episode

source pool

b) our extension

media

media

impact

impact

tech

tech
...

...
...

. . .

. . .

support set
(K ×N examples)

religion beauty games

query set
(L×N examples)

religion

religion

beauty

beauty

games

games

Figure 4: Single episode with N = 3, K = 1, L = 2. Rectangles denote input examples. The text
inside corresponds to their labels. An episode contains a support set, a query set, and a source pool.

first sample N new classes from Y test. Then we sample the support set and the query set from the N
classes. We evaluate the average performance on the query set across all testing episodes.

Our extension We observe that even though all examples from Y train are accessible throughout
meta-training, the standard meta-learning framework (Vinyals et al., 2016) only learns from small
subsets of these data per training episode. In contrast, our model leverages distributional statistics
over all training examples for more robust inference. To accommodate this adjustment, we augment
each episode with a source pool (Figure 4b). During meta-training (Figure 3a), this source pool
includes all examples from training classes not selected for the particular episode. During meta-
testing (Figure 3b), this source pool includes all training examples.

4 METHOD

Overview Our goal is to improve few-shot classification performance by learning high-quality
attention from the distributional signatures of the inputs. Given a particular episode, we extract
relevant statistics from the source pool and the support set. Since these statistics only roughly
approximate word importance for classification, we utilize an attention generator to translate them
into high-quality attention that operates over words. This generated attention provides guidance for
the downstream predictor, a ridge regressor, to quickly learn from a few labeled examples.2

We note that the attention generator is optimized over all training episodes, while the ridge regressor
is trained from scratch for each episode. Figure 5 illustrates the two components of our model.

• Attention generator: This module generates class-specific attention by combining the
distributional statistics of the source pool and the support set (Figure 5a). The generated
attention provides the ridge regressor an inductive bias on the word importance. We train
this module based on feedback from the ridge regressor (Section 4.1).

• Ridge regressor: For each episode, this module constructs lexical representations using
the attention derived from distributional signatures (Figure 5b). The goal of this module is
to make predictions over the query set, after learning from the support set (Figures 5c and
5d). Its prediction loss is end-to-end differentiable with respect to the attention generator
which leads to efficient training (Section 4.2).

In our theoretical analysis, we show that the attention generator’s outputs are invariant to word-
substitution perturbations (Section 4.3).

4.1 ATTENTION GENERATOR

The goal of the attention generator is to assess word importance from the distributional signatures
of each input example. There are many choices of distributional signatures. Among them, we focus
on functions of unigram statistics, which are provably robust to word-substitution perturbations
(Section 4.3). We utilize the large source pool to inform the model of general word importance and
leverage the small support set to estimate class-specific word importance. The generated attention
will be used later to construct the input representation for downstream classification.

2 Note this generated attention can be applied to any downstream predictor (Lee et al., 2019; Snell et al.,
2017). Details from these experiments may be found in the Appendix A.9.
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LCE
<latexit sha1_base64="cv79M9AS/JlNFnrV/ixEXm2a5Ds=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1gEVyURQZfFIrhwUcE+oIllMp20QycPZm7EEgL+ihsXirj1O9z5N07aLLT1wMDhnHu5Z44XC67Asr6N0tLyyupaeb2ysbm1vWPu7rVVlEjKWjQSkex6RDHBQ9YCDoJ1Y8lI4AnW8caN3O88MKl4FN7BJGZuQIYh9zkloKW+eeAEBEaUiPQmu3eAPULauMr6ZtWqWVPgRWIXpIoKNPvmlzOIaBKwEKggSvVsKwY3JRI4FSyrOIliMaFjMmQ9TUMSMOWm0/gZPtbKAPuR1C8EPFV/b6QkUGoSeHoyD6vmvVz8z+sl4F+4KQ/jBFhIZ4f8RGCIcN4FHnDJKIiJJoRKrrNiOiKSUNCNVXQJ9vyXF0n7tGZrfntWrV8WdZTRITpCJ8hG56iOrlETtRBFKXpGr+jNeDJejHfjYzZaMoqdffQHxucPuVSV9g==</latexit><latexit sha1_base64="cv79M9AS/JlNFnrV/ixEXm2a5Ds=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1gEVyURQZfFIrhwUcE+oIllMp20QycPZm7EEgL+ihsXirj1O9z5N07aLLT1wMDhnHu5Z44XC67Asr6N0tLyyupaeb2ysbm1vWPu7rVVlEjKWjQSkex6RDHBQ9YCDoJ1Y8lI4AnW8caN3O88MKl4FN7BJGZuQIYh9zkloKW+eeAEBEaUiPQmu3eAPULauMr6ZtWqWVPgRWIXpIoKNPvmlzOIaBKwEKggSvVsKwY3JRI4FSyrOIliMaFjMmQ9TUMSMOWm0/gZPtbKAPuR1C8EPFV/b6QkUGoSeHoyD6vmvVz8z+sl4F+4KQ/jBFhIZ4f8RGCIcN4FHnDJKIiJJoRKrrNiOiKSUNCNVXQJ9vyXF0n7tGZrfntWrV8WdZTRITpCJ8hG56iOrlETtRBFKXpGr+jNeDJejHfjYzZaMoqdffQHxucPuVSV9g==</latexit><latexit sha1_base64="cv79M9AS/JlNFnrV/ixEXm2a5Ds=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1gEVyURQZfFIrhwUcE+oIllMp20QycPZm7EEgL+ihsXirj1O9z5N07aLLT1wMDhnHu5Z44XC67Asr6N0tLyyupaeb2ysbm1vWPu7rVVlEjKWjQSkex6RDHBQ9YCDoJ1Y8lI4AnW8caN3O88MKl4FN7BJGZuQIYh9zkloKW+eeAEBEaUiPQmu3eAPULauMr6ZtWqWVPgRWIXpIoKNPvmlzOIaBKwEKggSvVsKwY3JRI4FSyrOIliMaFjMmQ9TUMSMOWm0/gZPtbKAPuR1C8EPFV/b6QkUGoSeHoyD6vmvVz8z+sl4F+4KQ/jBFhIZ4f8RGCIcN4FHnDJKIiJJoRKrrNiOiKSUNCNVXQJ9vyXF0n7tGZrfntWrV8WdZTRITpCJ8hG56iOrlETtRBFKXpGr+jNeDJejHfjYzZaMoqdffQHxucPuVSV9g==</latexit><latexit sha1_base64="cv79M9AS/JlNFnrV/ixEXm2a5Ds=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1gEVyURQZfFIrhwUcE+oIllMp20QycPZm7EEgL+ihsXirj1O9z5N07aLLT1wMDhnHu5Z44XC67Asr6N0tLyyupaeb2ysbm1vWPu7rVVlEjKWjQSkex6RDHBQ9YCDoJ1Y8lI4AnW8caN3O88MKl4FN7BJGZuQIYh9zkloKW+eeAEBEaUiPQmu3eAPULauMr6ZtWqWVPgRWIXpIoKNPvmlzOIaBKwEKggSvVsKwY3JRI4FSyrOIliMaFjMmQ9TUMSMOWm0/gZPtbKAPuR1C8EPFV/b6QkUGoSeHoyD6vmvVz8z+sl4F+4KQ/jBFhIZ4f8RGCIcN4FHnDJKIiJJoRKrrNiOiKSUNCNVXQJ9vyXF0n7tGZrfntWrV8WdZTRITpCJ8hG56iOrlETtRBFKXpGr+jNeDJejHfjYzZaMoqdffQHxucPuVSV9g==</latexit>

religion

beauty

games

support set

religion

beauty

games

query set

religion

beauty

games

�S
<latexit sha1_base64="mKTiYeKQEkQhLB3fUIdw39KCJkU=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInsquCHosevFY0X5Au5RsOtvGZpMlyQql9D948aCIV/+PN/+NabsHbX0h8PDODJl5o1RwY33/21tZXVvf2CxsFbd3dvf2SweHDaMyzbDOlFC6FVGDgkusW24FtlKNNIkENqPhzbTefEJtuJIPdpRimNC+5DFn1Dqr0akNePe+Wyr7FX8msgxBDmXIVeuWvjo9xbIEpWWCGtMO/NSGY6otZwInxU5mMKVsSPvYdihpgiYcz7adkFPn9EistHvSkpn7e2JME2NGSeQ6E2oHZrE2Nf+rtTMbX4VjLtPMomTzj+JMEKvI9HTS4xqZFSMHlGnudiVsQDVl1gVUdCEEiycvQ+O8Eji+uyhXr/M4CnAMJ3AGAVxCFW6hBnVg8AjP8ApvnvJevHfvY9664uUzR/BH3ucPPdCO5Q==</latexit><latexit sha1_base64="mKTiYeKQEkQhLB3fUIdw39KCJkU=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInsquCHosevFY0X5Au5RsOtvGZpMlyQql9D948aCIV/+PN/+NabsHbX0h8PDODJl5o1RwY33/21tZXVvf2CxsFbd3dvf2SweHDaMyzbDOlFC6FVGDgkusW24FtlKNNIkENqPhzbTefEJtuJIPdpRimNC+5DFn1Dqr0akNePe+Wyr7FX8msgxBDmXIVeuWvjo9xbIEpWWCGtMO/NSGY6otZwInxU5mMKVsSPvYdihpgiYcz7adkFPn9EistHvSkpn7e2JME2NGSeQ6E2oHZrE2Nf+rtTMbX4VjLtPMomTzj+JMEKvI9HTS4xqZFSMHlGnudiVsQDVl1gVUdCEEiycvQ+O8Eji+uyhXr/M4CnAMJ3AGAVxCFW6hBnVg8AjP8ApvnvJevHfvY9664uUzR/BH3ucPPdCO5Q==</latexit><latexit sha1_base64="mKTiYeKQEkQhLB3fUIdw39KCJkU=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInsquCHosevFY0X5Au5RsOtvGZpMlyQql9D948aCIV/+PN/+NabsHbX0h8PDODJl5o1RwY33/21tZXVvf2CxsFbd3dvf2SweHDaMyzbDOlFC6FVGDgkusW24FtlKNNIkENqPhzbTefEJtuJIPdpRimNC+5DFn1Dqr0akNePe+Wyr7FX8msgxBDmXIVeuWvjo9xbIEpWWCGtMO/NSGY6otZwInxU5mMKVsSPvYdihpgiYcz7adkFPn9EistHvSkpn7e2JME2NGSeQ6E2oHZrE2Nf+rtTMbX4VjLtPMomTzj+JMEKvI9HTS4xqZFSMHlGnudiVsQDVl1gVUdCEEiycvQ+O8Eji+uyhXr/M4CnAMJ3AGAVxCFW6hBnVg8AjP8ApvnvJevHfvY9664uUzR/BH3ucPPdCO5Q==</latexit><latexit sha1_base64="mKTiYeKQEkQhLB3fUIdw39KCJkU=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInsquCHosevFY0X5Au5RsOtvGZpMlyQql9D948aCIV/+PN/+NabsHbX0h8PDODJl5o1RwY33/21tZXVvf2CxsFbd3dvf2SweHDaMyzbDOlFC6FVGDgkusW24FtlKNNIkENqPhzbTefEJtuJIPdpRimNC+5DFn1Dqr0akNePe+Wyr7FX8msgxBDmXIVeuWvjo9xbIEpWWCGtMO/NSGY6otZwInxU5mMKVsSPvYdihpgiYcz7adkFPn9EistHvSkpn7e2JME2NGSeQ6E2oHZrE2Nf+rtTMbX4VjLtPMomTzj+JMEKvI9HTS4xqZFSMHlGnudiVsQDVl1gVUdCEEiycvQ+O8Eji+uyhXr/M4CnAMJ3AGAVxCFW6hBnVg8AjP8ApvnvJevHfvY9664uUzR/BH3ucPPdCO5Q==</latexit>

�Q
<latexit sha1_base64="tycd4Goim7G/9gTTdvf90yN8ReU=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInsquCHosevHYgv2AdinZNNvGZpMlmRVK6X/w4kERr/4fb/4b03YP2vpC4OGdGTLzRqkUFn3/21tb39jc2i7sFHf39g8OS0fHTaszw3iDaalNO6KWS6F4AwVK3k4Np0kkeSsa3c3qrSdurNDqAccpDxM6UCIWjKKzmt3aUPTqvVLZr/hzkVUIcihDrlqv9NXta5YlXCGT1NpO4KcYTqhBwSSfFruZ5SllIzrgHYeKJtyGk/m2U3LunD6JtXFPIZm7vycmNLF2nESuM6E4tMu1mflfrZNhfBNOhEoz5IotPoozSVCT2emkLwxnKMcOKDPC7UrYkBrK0AVUdCEEyyevQvOyEjiuX5Wrt3kcBTiFM7iAAK6hCvdQgwYweIRneIU3T3sv3rv3sWhd8/KZE/gj7/MHOsiO4w==</latexit><latexit sha1_base64="tycd4Goim7G/9gTTdvf90yN8ReU=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInsquCHosevHYgv2AdinZNNvGZpMlmRVK6X/w4kERr/4fb/4b03YP2vpC4OGdGTLzRqkUFn3/21tb39jc2i7sFHf39g8OS0fHTaszw3iDaalNO6KWS6F4AwVK3k4Np0kkeSsa3c3qrSdurNDqAccpDxM6UCIWjKKzmt3aUPTqvVLZr/hzkVUIcihDrlqv9NXta5YlXCGT1NpO4KcYTqhBwSSfFruZ5SllIzrgHYeKJtyGk/m2U3LunD6JtXFPIZm7vycmNLF2nESuM6E4tMu1mflfrZNhfBNOhEoz5IotPoozSVCT2emkLwxnKMcOKDPC7UrYkBrK0AVUdCEEyyevQvOyEjiuX5Wrt3kcBTiFM7iAAK6hCvdQgwYweIRneIU3T3sv3rv3sWhd8/KZE/gj7/MHOsiO4w==</latexit><latexit sha1_base64="tycd4Goim7G/9gTTdvf90yN8ReU=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInsquCHosevHYgv2AdinZNNvGZpMlmRVK6X/w4kERr/4fb/4b03YP2vpC4OGdGTLzRqkUFn3/21tb39jc2i7sFHf39g8OS0fHTaszw3iDaalNO6KWS6F4AwVK3k4Np0kkeSsa3c3qrSdurNDqAccpDxM6UCIWjKKzmt3aUPTqvVLZr/hzkVUIcihDrlqv9NXta5YlXCGT1NpO4KcYTqhBwSSfFruZ5SllIzrgHYeKJtyGk/m2U3LunD6JtXFPIZm7vycmNLF2nESuM6E4tMu1mflfrZNhfBNOhEoz5IotPoozSVCT2emkLwxnKMcOKDPC7UrYkBrK0AVUdCEEyyevQvOyEjiuX5Wrt3kcBTiFM7iAAK6hCvdQgwYweIRneIU3T3sv3rv3sWhd8/KZE/gj7/MHOsiO4w==</latexit><latexit sha1_base64="tycd4Goim7G/9gTTdvf90yN8ReU=">AAAB7XicbZBNSwMxEIZn/az1q+rRS7AInsquCHosevHYgv2AdinZNNvGZpMlmRVK6X/w4kERr/4fb/4b03YP2vpC4OGdGTLzRqkUFn3/21tb39jc2i7sFHf39g8OS0fHTaszw3iDaalNO6KWS6F4AwVK3k4Np0kkeSsa3c3qrSdurNDqAccpDxM6UCIWjKKzmt3aUPTqvVLZr/hzkVUIcihDrlqv9NXta5YlXCGT1NpO4KcYTqhBwSSfFruZ5SllIzrgHYeKJtyGk/m2U3LunD6JtXFPIZm7vycmNLF2nESuM6E4tMu1mflfrZNhfBNOhEoz5IotPoozSVCT2emkLwxnKMcOKDPC7UrYkBrK0AVUdCEEyyevQvOyEjiuX5Wrt3kcBTiFM7iAAK6hCvdQgwYweIRneIU3T3sv3rv3sWhd8/KZE/gj7/MHOsiO4w==</latexit>

�(·)
<latexit sha1_base64="ZI4blF2IS++SYcrQQjN2gHvkRJQ=">AAAB8nicbZDLSsNAFIYnXmu9VV26GSxC3ZREBF0WdOGygr1AEspkMmmHTmbCzIlQQh/DjQtF3Po07nwbp20W2vrDwMd/zmHO+aNMcAOu++2srW9sbm1Xdqq7e/sHh7Wj465RuaasQ5VQuh8RwwSXrAMcBOtnmpE0EqwXjW9n9d4T04Yr+QiTjIUpGUqecErAWn6QjXgjoLGCi0Gt7jbdufAqeCXUUan2oPYVxIrmKZNABTHG99wMwoJo4FSwaTXIDcsIHZMh8y1KkjITFvOVp/jcOjFOlLZPAp67vycKkhozSSPbmRIYmeXazPyv5ueQ3IQFl1kOTNLFR0kuMCg8ux/HXDMKYmKBUM3trpiOiCYUbEpVG4K3fPIqdC+bnuWHq3rrroyjgk7RGWogD12jFrpHbdRBFCn0jF7RmwPOi/PufCxa15xy5gT9kfP5A7TdkN4=</latexit><latexit sha1_base64="ZI4blF2IS++SYcrQQjN2gHvkRJQ=">AAAB8nicbZDLSsNAFIYnXmu9VV26GSxC3ZREBF0WdOGygr1AEspkMmmHTmbCzIlQQh/DjQtF3Po07nwbp20W2vrDwMd/zmHO+aNMcAOu++2srW9sbm1Xdqq7e/sHh7Wj465RuaasQ5VQuh8RwwSXrAMcBOtnmpE0EqwXjW9n9d4T04Yr+QiTjIUpGUqecErAWn6QjXgjoLGCi0Gt7jbdufAqeCXUUan2oPYVxIrmKZNABTHG99wMwoJo4FSwaTXIDcsIHZMh8y1KkjITFvOVp/jcOjFOlLZPAp67vycKkhozSSPbmRIYmeXazPyv5ueQ3IQFl1kOTNLFR0kuMCg8ux/HXDMKYmKBUM3trpiOiCYUbEpVG4K3fPIqdC+bnuWHq3rrroyjgk7RGWogD12jFrpHbdRBFCn0jF7RmwPOi/PufCxa15xy5gT9kfP5A7TdkN4=</latexit><latexit sha1_base64="ZI4blF2IS++SYcrQQjN2gHvkRJQ=">AAAB8nicbZDLSsNAFIYnXmu9VV26GSxC3ZREBF0WdOGygr1AEspkMmmHTmbCzIlQQh/DjQtF3Po07nwbp20W2vrDwMd/zmHO+aNMcAOu++2srW9sbm1Xdqq7e/sHh7Wj465RuaasQ5VQuh8RwwSXrAMcBOtnmpE0EqwXjW9n9d4T04Yr+QiTjIUpGUqecErAWn6QjXgjoLGCi0Gt7jbdufAqeCXUUan2oPYVxIrmKZNABTHG99wMwoJo4FSwaTXIDcsIHZMh8y1KkjITFvOVp/jcOjFOlLZPAp67vycKkhozSSPbmRIYmeXazPyv5ueQ3IQFl1kOTNLFR0kuMCg8ux/HXDMKYmKBUM3trpiOiCYUbEpVG4K3fPIqdC+bnuWHq3rrroyjgk7RGWogD12jFrpHbdRBFCn0jF7RmwPOi/PufCxa15xy5gT9kfP5A7TdkN4=</latexit><latexit sha1_base64="ZI4blF2IS++SYcrQQjN2gHvkRJQ=">AAAB8nicbZDLSsNAFIYnXmu9VV26GSxC3ZREBF0WdOGygr1AEspkMmmHTmbCzIlQQh/DjQtF3Po07nwbp20W2vrDwMd/zmHO+aNMcAOu++2srW9sbm1Xdqq7e/sHh7Wj465RuaasQ5VQuh8RwwSXrAMcBOtnmpE0EqwXjW9n9d4T04Yr+QiTjIUpGUqecErAWn6QjXgjoLGCi0Gt7jbdufAqeCXUUan2oPYVxIrmKZNABTHG99wMwoJo4FSwaTXIDcsIHZMh8y1KkjITFvOVp/jcOjFOlLZPAp67vycKkhozSSPbmRIYmeXazPyv5ueQ3IQFl1kOTNLFR0kuMCg8ux/HXDMKYmKBUM3trpiOiCYUbEpVG4K3fPIqdC+bnuWHq3rrroyjgk7RGWogD12jFrpHbdRBFCn0jF7RmwPOi/PufCxa15xy5gT9kfP5A7TdkN4=</latexit> ŶQ

<latexit sha1_base64="5nGaEBYhDcsAjiUyf30IZs6M1+E=">AAAB8HicbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevHYgv2iDWWz3bRLdzdhdyKU0F/hxYMiXv053vw3btsctPWFhYd3ZtiZN0wEN+h5305hY3Nre6e4W9rbPzg8Kh+ftEycasqaNBax7oTEMMEVayJHwTqJZkSGgrXDyf283n5i2vBYPeI0YYEkI8UjTglaq9sfE8y6s0FjUK54VW8hdx38HCqQqz4of/WHMU0lU0gFMabnewkGGdHIqWCzUj81LCF0QkasZ1ERyUyQLRaeuRfWGbpRrO1T6C7c3xMZkcZMZWg7JcGxWa3Nzf9qvRSj2yDjKkmRKbr8KEqFi7E7v94dcs0oiqkFQjW3u7p0TDShaDMq2RD81ZPXoXVV9S03riu1uzyOIpzBOVyCDzdQgweoQxMoSHiGV3hztPPivDsfy9aCk8+cwh85nz/cB5Bu</latexit><latexit sha1_base64="5nGaEBYhDcsAjiUyf30IZs6M1+E=">AAAB8HicbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevHYgv2iDWWz3bRLdzdhdyKU0F/hxYMiXv053vw3btsctPWFhYd3ZtiZN0wEN+h5305hY3Nre6e4W9rbPzg8Kh+ftEycasqaNBax7oTEMMEVayJHwTqJZkSGgrXDyf283n5i2vBYPeI0YYEkI8UjTglaq9sfE8y6s0FjUK54VW8hdx38HCqQqz4of/WHMU0lU0gFMabnewkGGdHIqWCzUj81LCF0QkasZ1ERyUyQLRaeuRfWGbpRrO1T6C7c3xMZkcZMZWg7JcGxWa3Nzf9qvRSj2yDjKkmRKbr8KEqFi7E7v94dcs0oiqkFQjW3u7p0TDShaDMq2RD81ZPXoXVV9S03riu1uzyOIpzBOVyCDzdQgweoQxMoSHiGV3hztPPivDsfy9aCk8+cwh85nz/cB5Bu</latexit><latexit sha1_base64="5nGaEBYhDcsAjiUyf30IZs6M1+E=">AAAB8HicbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevHYgv2iDWWz3bRLdzdhdyKU0F/hxYMiXv053vw3btsctPWFhYd3ZtiZN0wEN+h5305hY3Nre6e4W9rbPzg8Kh+ftEycasqaNBax7oTEMMEVayJHwTqJZkSGgrXDyf283n5i2vBYPeI0YYEkI8UjTglaq9sfE8y6s0FjUK54VW8hdx38HCqQqz4of/WHMU0lU0gFMabnewkGGdHIqWCzUj81LCF0QkasZ1ERyUyQLRaeuRfWGbpRrO1T6C7c3xMZkcZMZWg7JcGxWa3Nzf9qvRSj2yDjKkmRKbr8KEqFi7E7v94dcs0oiqkFQjW3u7p0TDShaDMq2RD81ZPXoXVV9S03riu1uzyOIpzBOVyCDzdQgweoQxMoSHiGV3hztPPivDsfy9aCk8+cwh85nz/cB5Bu</latexit><latexit sha1_base64="5nGaEBYhDcsAjiUyf30IZs6M1+E=">AAAB8HicbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevHYgv2iDWWz3bRLdzdhdyKU0F/hxYMiXv053vw3btsctPWFhYd3ZtiZN0wEN+h5305hY3Nre6e4W9rbPzg8Kh+ftEycasqaNBax7oTEMMEVayJHwTqJZkSGgrXDyf283n5i2vBYPeI0YYEkI8UjTglaq9sfE8y6s0FjUK54VW8hdx38HCqQqz4of/WHMU0lU0gFMabnewkGGdHIqWCzUj81LCF0QkasZ1ERyUyQLRaeuRfWGbpRrO1T6C7c3xMZkcZMZWg7JcGxWa3Nzf9qvRSj2yDjKkmRKbr8KEqFi7E7v94dcs0oiqkFQjW3u7p0TDShaDMq2RD81ZPXoXVV9S03riu1uzyOIpzBOVyCDzdQgweoQxMoSHiGV3hztPPivDsfy9aCk8+cwh85nz/cB5Bu</latexit>

Ridge regressor: training from the support set

Ridge regressor: inference on the query set
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�(x)
<latexit sha1_base64="rO7TuwFqsppyrehK5RYC7eneBe0=">AAAB7nicbZDLSgMxFIZP6q3WW9Wlm2AR6qbMiKDLgi5cVrAXaIeSSTNtaCYTkoxYhj6EGxeKuPV53Pk2pu0stPWHwMd/ziHn/KES3FjP+0aFtfWNza3idmlnd2//oHx41DJJqilr0kQkuhMSwwSXrGm5FayjNCNxKFg7HN/M6u1Hpg1P5IOdKBbEZCh5xCmxzmr31IhXn8775YpX8+bCq+DnUIFcjX75qzdIaBozaakgxnR9T9kgI9pyKti01EsNU4SOyZB1HUoSMxNk83Wn+Mw5Axwl2j1p8dz9PZGR2JhJHLrOmNiRWa7NzP9q3dRG10HGpUotk3TxUZQKbBM8ux0PuGbUiokDQjV3u2I6IppQ6xIquRD85ZNXoXVR8x3fX1bqt3kcRTiBU6iCD1dQhztoQBMojOEZXuENKfSC3tHHorWA8plj+CP0+QO5Oo8o</latexit><latexit sha1_base64="rO7TuwFqsppyrehK5RYC7eneBe0=">AAAB7nicbZDLSgMxFIZP6q3WW9Wlm2AR6qbMiKDLgi5cVrAXaIeSSTNtaCYTkoxYhj6EGxeKuPV53Pk2pu0stPWHwMd/ziHn/KES3FjP+0aFtfWNza3idmlnd2//oHx41DJJqilr0kQkuhMSwwSXrGm5FayjNCNxKFg7HN/M6u1Hpg1P5IOdKBbEZCh5xCmxzmr31IhXn8775YpX8+bCq+DnUIFcjX75qzdIaBozaakgxnR9T9kgI9pyKti01EsNU4SOyZB1HUoSMxNk83Wn+Mw5Axwl2j1p8dz9PZGR2JhJHLrOmNiRWa7NzP9q3dRG10HGpUotk3TxUZQKbBM8ux0PuGbUiokDQjV3u2I6IppQ6xIquRD85ZNXoXVR8x3fX1bqt3kcRTiBU6iCD1dQhztoQBMojOEZXuENKfSC3tHHorWA8plj+CP0+QO5Oo8o</latexit><latexit sha1_base64="rO7TuwFqsppyrehK5RYC7eneBe0=">AAAB7nicbZDLSgMxFIZP6q3WW9Wlm2AR6qbMiKDLgi5cVrAXaIeSSTNtaCYTkoxYhj6EGxeKuPV53Pk2pu0stPWHwMd/ziHn/KES3FjP+0aFtfWNza3idmlnd2//oHx41DJJqilr0kQkuhMSwwSXrGm5FayjNCNxKFg7HN/M6u1Hpg1P5IOdKBbEZCh5xCmxzmr31IhXn8775YpX8+bCq+DnUIFcjX75qzdIaBozaakgxnR9T9kgI9pyKti01EsNU4SOyZB1HUoSMxNk83Wn+Mw5Axwl2j1p8dz9PZGR2JhJHLrOmNiRWa7NzP9q3dRG10HGpUotk3TxUZQKbBM8ux0PuGbUiokDQjV3u2I6IppQ6xIquRD85ZNXoXVR8x3fX1bqt3kcRTiBU6iCD1dQhztoQBMojOEZXuENKfSC3tHHorWA8plj+CP0+QO5Oo8o</latexit><latexit sha1_base64="rO7TuwFqsppyrehK5RYC7eneBe0=">AAAB7nicbZDLSgMxFIZP6q3WW9Wlm2AR6qbMiKDLgi5cVrAXaIeSSTNtaCYTkoxYhj6EGxeKuPV53Pk2pu0stPWHwMd/ziHn/KES3FjP+0aFtfWNza3idmlnd2//oHx41DJJqilr0kQkuhMSwwSXrGm5FayjNCNxKFg7HN/M6u1Hpg1P5IOdKBbEZCh5xCmxzmr31IhXn8775YpX8+bCq+DnUIFcjX75qzdIaBozaakgxnR9T9kgI9pyKti01EsNU4SOyZB1HUoSMxNk83Wn+Mw5Axwl2j1p8dz9PZGR2JhJHLrOmNiRWa7NzP9q3dRG10HGpUotk3TxUZQKbBM8ux0PuGbUiokDQjV3u2I6IppQ6xIquRD85ZNXoXVR8x3fX1bqt3kcRTiBU6iCD1dQhztoQBMojOEZXuENKfSC3tHHorWA8plj+CP0+QO5Oo8o</latexit>

febd(·)
<latexit sha1_base64="+CKACY61ovwHMXGXX3nkvrYEUuc=">AAAB/HicbZBNS8NAEIY39avWr2iPXoJFqJeSiKDHohePFewHtKVsNpN26WYTdidiCfWvePGgiFd/iDf/jds2B219YeHhnRlm9vUTwTW67rdVWFvf2Nwqbpd2dvf2D+zDo5aOU8WgyWIRq45PNQguoYkcBXQSBTTyBbT98c2s3n4ApXks73GSQD+iQ8lDzigaa2CXw0EP4REz8INptceCGM8GdsWtuXM5q+DlUCG5GgP7qxfELI1AIhNU667nJtjPqELOBExLvVRDQtmYDqFrUNIIdD+bHz91To0TOGGszJPozN3fExmNtJ5EvumMKI70cm1m/lfrphhe9TMukxRBssWiMBUOxs4sCSfgChiKiQHKFDe3OmxEFWVo8iqZELzlL69C67zmGb67qNSv8ziK5JickCrxyCWpk1vSIE3CyIQ8k1fyZj1ZL9a79bFoLVj5TJn8kfX5A7UrlMk=</latexit><latexit sha1_base64="+CKACY61ovwHMXGXX3nkvrYEUuc=">AAAB/HicbZBNS8NAEIY39avWr2iPXoJFqJeSiKDHohePFewHtKVsNpN26WYTdidiCfWvePGgiFd/iDf/jds2B219YeHhnRlm9vUTwTW67rdVWFvf2Nwqbpd2dvf2D+zDo5aOU8WgyWIRq45PNQguoYkcBXQSBTTyBbT98c2s3n4ApXks73GSQD+iQ8lDzigaa2CXw0EP4REz8INptceCGM8GdsWtuXM5q+DlUCG5GgP7qxfELI1AIhNU667nJtjPqELOBExLvVRDQtmYDqFrUNIIdD+bHz91To0TOGGszJPozN3fExmNtJ5EvumMKI70cm1m/lfrphhe9TMukxRBssWiMBUOxs4sCSfgChiKiQHKFDe3OmxEFWVo8iqZELzlL69C67zmGb67qNSv8ziK5JickCrxyCWpk1vSIE3CyIQ8k1fyZj1ZL9a79bFoLVj5TJn8kfX5A7UrlMk=</latexit><latexit sha1_base64="+CKACY61ovwHMXGXX3nkvrYEUuc=">AAAB/HicbZBNS8NAEIY39avWr2iPXoJFqJeSiKDHohePFewHtKVsNpN26WYTdidiCfWvePGgiFd/iDf/jds2B219YeHhnRlm9vUTwTW67rdVWFvf2Nwqbpd2dvf2D+zDo5aOU8WgyWIRq45PNQguoYkcBXQSBTTyBbT98c2s3n4ApXks73GSQD+iQ8lDzigaa2CXw0EP4REz8INptceCGM8GdsWtuXM5q+DlUCG5GgP7qxfELI1AIhNU667nJtjPqELOBExLvVRDQtmYDqFrUNIIdD+bHz91To0TOGGszJPozN3fExmNtJ5EvumMKI70cm1m/lfrphhe9TMukxRBssWiMBUOxs4sCSfgChiKiQHKFDe3OmxEFWVo8iqZELzlL69C67zmGb67qNSv8ziK5JickCrxyCWpk1vSIE3CyIQ8k1fyZj1ZL9a79bFoLVj5TJn8kfX5A7UrlMk=</latexit><latexit sha1_base64="+CKACY61ovwHMXGXX3nkvrYEUuc=">AAAB/HicbZBNS8NAEIY39avWr2iPXoJFqJeSiKDHohePFewHtKVsNpN26WYTdidiCfWvePGgiFd/iDf/jds2B219YeHhnRlm9vUTwTW67rdVWFvf2Nwqbpd2dvf2D+zDo5aOU8WgyWIRq45PNQguoYkcBXQSBTTyBbT98c2s3n4ApXks73GSQD+iQ8lDzigaa2CXw0EP4REz8INptceCGM8GdsWtuXM5q+DlUCG5GgP7qxfELI1AIhNU667nJtjPqELOBExLvVRDQtmYDqFrUNIIdD+bHz91To0TOGGszJPozN3fExmNtJ5EvumMKI70cm1m/lfrphhe9TMukxRBssWiMBUOxs4sCSfgChiKiQHKFDe3OmxEFWVo8iqZELzlL69C67zmGb67qNSv8ziK5JickCrxyCWpk1vSIE3CyIQ8k1fyZj1ZL9a79bFoLVj5TJn8kfX5A7UrlMk=</latexit>

Attention Generator

�(·)
<latexit sha1_base64="ZI4blF2IS++SYcrQQjN2gHvkRJQ=">AAAB8nicbZDLSsNAFIYnXmu9VV26GSxC3ZREBF0WdOGygr1AEspkMmmHTmbCzIlQQh/DjQtF3Po07nwbp20W2vrDwMd/zmHO+aNMcAOu++2srW9sbm1Xdqq7e/sHh7Wj465RuaasQ5VQuh8RwwSXrAMcBOtnmpE0EqwXjW9n9d4T04Yr+QiTjIUpGUqecErAWn6QjXgjoLGCi0Gt7jbdufAqeCXUUan2oPYVxIrmKZNABTHG99wMwoJo4FSwaTXIDcsIHZMh8y1KkjITFvOVp/jcOjFOlLZPAp67vycKkhozSSPbmRIYmeXazPyv5ueQ3IQFl1kOTNLFR0kuMCg8ux/HXDMKYmKBUM3trpiOiCYUbEpVG4K3fPIqdC+bnuWHq3rrroyjgk7RGWogD12jFrpHbdRBFCn0jF7RmwPOi/PufCxa15xy5gT9kfP5A7TdkN4=</latexit><latexit sha1_base64="ZI4blF2IS++SYcrQQjN2gHvkRJQ=">AAAB8nicbZDLSsNAFIYnXmu9VV26GSxC3ZREBF0WdOGygr1AEspkMmmHTmbCzIlQQh/DjQtF3Po07nwbp20W2vrDwMd/zmHO+aNMcAOu++2srW9sbm1Xdqq7e/sHh7Wj465RuaasQ5VQuh8RwwSXrAMcBOtnmpE0EqwXjW9n9d4T04Yr+QiTjIUpGUqecErAWn6QjXgjoLGCi0Gt7jbdufAqeCXUUan2oPYVxIrmKZNABTHG99wMwoJo4FSwaTXIDcsIHZMh8y1KkjITFvOVp/jcOjFOlLZPAp67vycKkhozSSPbmRIYmeXazPyv5ueQ3IQFl1kOTNLFR0kuMCg8ux/HXDMKYmKBUM3trpiOiCYUbEpVG4K3fPIqdC+bnuWHq3rrroyjgk7RGWogD12jFrpHbdRBFCn0jF7RmwPOi/PufCxa15xy5gT9kfP5A7TdkN4=</latexit><latexit sha1_base64="ZI4blF2IS++SYcrQQjN2gHvkRJQ=">AAAB8nicbZDLSsNAFIYnXmu9VV26GSxC3ZREBF0WdOGygr1AEspkMmmHTmbCzIlQQh/DjQtF3Po07nwbp20W2vrDwMd/zmHO+aNMcAOu++2srW9sbm1Xdqq7e/sHh7Wj465RuaasQ5VQuh8RwwSXrAMcBOtnmpE0EqwXjW9n9d4T04Yr+QiTjIUpGUqecErAWn6QjXgjoLGCi0Gt7jbdufAqeCXUUan2oPYVxIrmKZNABTHG99wMwoJo4FSwaTXIDcsIHZMh8y1KkjITFvOVp/jcOjFOlLZPAp67vycKkhozSSPbmRIYmeXazPyv5ueQ3IQFl1kOTNLFR0kuMCg8ux/HXDMKYmKBUM3trpiOiCYUbEpVG4K3fPIqdC+bnuWHq3rrroyjgk7RGWogD12jFrpHbdRBFCn0jF7RmwPOi/PufCxa15xy5gT9kfP5A7TdkN4=</latexit><latexit sha1_base64="ZI4blF2IS++SYcrQQjN2gHvkRJQ=">AAAB8nicbZDLSsNAFIYnXmu9VV26GSxC3ZREBF0WdOGygr1AEspkMmmHTmbCzIlQQh/DjQtF3Po07nwbp20W2vrDwMd/zmHO+aNMcAOu++2srW9sbm1Xdqq7e/sHh7Wj465RuaasQ5VQuh8RwwSXrAMcBOtnmpE0EqwXjW9n9d4T04Yr+QiTjIUpGUqecErAWn6QjXgjoLGCi0Gt7jbdufAqeCXUUan2oPYVxIrmKZNABTHG99wMwoJo4FSwaTXIDcsIHZMh8y1KkjITFvOVp/jcOjFOlLZPAp67vycKkhozSSPbmRIYmeXazPyv5ueQ3IQFl1kOTNLFR0kuMCg8ux/HXDMKYmKBUM3trpiOiCYUbEpVG4K3fPIqdC+bnuWHq3rrroyjgk7RGWogD12jFrpHbdRBFCn0jF7RmwPOi/PufCxa15xy5gT9kfP5A7TdkN4=</latexit>

Ridge regressor: Constructing representations

support set

this gorgeous grandma proves
beauty has no expiration date x

<latexit sha1_base64="IArQpDG4Gw7Ax+5Wri9CZWKD4Bo=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1YQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5juM/A==</latexit><latexit sha1_base64="IArQpDG4Gw7Ax+5Wri9CZWKD4Bo=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1YQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5juM/A==</latexit><latexit sha1_base64="IArQpDG4Gw7Ax+5Wri9CZWKD4Bo=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1YQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5juM/A==</latexit><latexit sha1_base64="IArQpDG4Gw7Ax+5Wri9CZWKD4Bo=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1YQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5juM/A==</latexit>

t(w)
<latexit sha1_base64="2PUR871KSVd2qR9mkGXVNEvRedE=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBItQN2VGBF0W3bisYB/QDiWTZtrQJDMmmUoZ+h1uXCji1o9x59+YaWehrQcCh3Pu5Z6cIOZMG9f9dgpr6xubW8Xt0s7u3v5B+fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIuA03Ywvs389oQqzSL5YKYx9QUeShYygo2V/J7AZqREambVp/N+ueLW3DnQKvFyUoEcjX75qzeISCKoNIRjrbueGxs/xcowwums1Es0jTEZ4yHtWiqxoNpP56Fn6MwqAxRGyj5p0Fz9vZFiofVUBHYyC6mXvUz8z+smJrz2UybjxFBJFofChCMToawBNGCKEsOnlmCimM2KyAgrTIztqWRL8Ja/vEpaFzXP8vvLSv0mr6MIJ3AKVfDgCupwBw1oAoFHeIZXeHMmzovz7nwsRgtOvnMMf+B8/gDGOJIV</latexit><latexit sha1_base64="2PUR871KSVd2qR9mkGXVNEvRedE=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBItQN2VGBF0W3bisYB/QDiWTZtrQJDMmmUoZ+h1uXCji1o9x59+YaWehrQcCh3Pu5Z6cIOZMG9f9dgpr6xubW8Xt0s7u3v5B+fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIuA03Ywvs389oQqzSL5YKYx9QUeShYygo2V/J7AZqREambVp/N+ueLW3DnQKvFyUoEcjX75qzeISCKoNIRjrbueGxs/xcowwums1Es0jTEZ4yHtWiqxoNpP56Fn6MwqAxRGyj5p0Fz9vZFiofVUBHYyC6mXvUz8z+smJrz2UybjxFBJFofChCMToawBNGCKEsOnlmCimM2KyAgrTIztqWRL8Ja/vEpaFzXP8vvLSv0mr6MIJ3AKVfDgCupwBw1oAoFHeIZXeHMmzovz7nwsRgtOvnMMf+B8/gDGOJIV</latexit><latexit sha1_base64="2PUR871KSVd2qR9mkGXVNEvRedE=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBItQN2VGBF0W3bisYB/QDiWTZtrQJDMmmUoZ+h1uXCji1o9x59+YaWehrQcCh3Pu5Z6cIOZMG9f9dgpr6xubW8Xt0s7u3v5B+fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIuA03Ywvs389oQqzSL5YKYx9QUeShYygo2V/J7AZqREambVp/N+ueLW3DnQKvFyUoEcjX75qzeISCKoNIRjrbueGxs/xcowwums1Es0jTEZ4yHtWiqxoNpP56Fn6MwqAxRGyj5p0Fz9vZFiofVUBHYyC6mXvUz8z+smJrz2UybjxFBJFofChCMToawBNGCKEsOnlmCimM2KyAgrTIztqWRL8Ja/vEpaFzXP8vvLSv0mr6MIJ3AKVfDgCupwBw1oAoFHeIZXeHMmzovz7nwsRgtOvnMMf+B8/gDGOJIV</latexit><latexit sha1_base64="2PUR871KSVd2qR9mkGXVNEvRedE=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBItQN2VGBF0W3bisYB/QDiWTZtrQJDMmmUoZ+h1uXCji1o9x59+YaWehrQcCh3Pu5Z6cIOZMG9f9dgpr6xubW8Xt0s7u3v5B+fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIuA03Ywvs389oQqzSL5YKYx9QUeShYygo2V/J7AZqREambVp/N+ueLW3DnQKvFyUoEcjX75qzeISCKoNIRjrbueGxs/xcowwums1Es0jTEZ4yHtWiqxoNpP56Fn6MwqAxRGyj5p0Fz9vZFiofVUBHYyC6mXvUz8z+smJrz2UybjxFBJFofChCMToawBNGCKEsOnlmCimM2KyAgrTIztqWRL8Ja/vEpaFzXP8vvLSv0mr6MIJ3AKVfDgCupwBw1oAoFHeIZXeHMmzovz7nwsRgtOvnMMf+B8/gDGOJIV</latexit>

s(w)
<latexit sha1_base64="tKUm7aYxpXPQHP8IaGRAUxtmDoc=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBItQN2VGBF0W3bisYB/QDiWTZtrQJDMmmUoZ+h1uXCji1o9x59+YaWehrQcCh3Pu5Z6cIOZMG9f9dgpr6xubW8Xt0s7u3v5B+fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIuA03Ywvs389oQqzSL5YKYx9QUeShYygo2V/J7AZqREqmfVp/N+ueLW3DnQKvFyUoEcjX75qzeISCKoNIRjrbueGxs/xcowwums1Es0jTEZ4yHtWiqxoNpP56Fn6MwqAxRGyj5p0Fz9vZFiofVUBHYyC6mXvUz8z+smJrz2UybjxFBJFofChCMToawBNGCKEsOnlmCimM2KyAgrTIztqWRL8Ja/vEpaFzXP8vvLSv0mr6MIJ3AKVfDgCupwBw1oAoFHeIZXeHMmzovz7nwsRgtOvnMMf+B8/gDEsJIU</latexit><latexit sha1_base64="tKUm7aYxpXPQHP8IaGRAUxtmDoc=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBItQN2VGBF0W3bisYB/QDiWTZtrQJDMmmUoZ+h1uXCji1o9x59+YaWehrQcCh3Pu5Z6cIOZMG9f9dgpr6xubW8Xt0s7u3v5B+fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIuA03Ywvs389oQqzSL5YKYx9QUeShYygo2V/J7AZqREqmfVp/N+ueLW3DnQKvFyUoEcjX75qzeISCKoNIRjrbueGxs/xcowwums1Es0jTEZ4yHtWiqxoNpP56Fn6MwqAxRGyj5p0Fz9vZFiofVUBHYyC6mXvUz8z+smJrz2UybjxFBJFofChCMToawBNGCKEsOnlmCimM2KyAgrTIztqWRL8Ja/vEpaFzXP8vvLSv0mr6MIJ3AKVfDgCupwBw1oAoFHeIZXeHMmzovz7nwsRgtOvnMMf+B8/gDEsJIU</latexit><latexit sha1_base64="tKUm7aYxpXPQHP8IaGRAUxtmDoc=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBItQN2VGBF0W3bisYB/QDiWTZtrQJDMmmUoZ+h1uXCji1o9x59+YaWehrQcCh3Pu5Z6cIOZMG9f9dgpr6xubW8Xt0s7u3v5B+fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIuA03Ywvs389oQqzSL5YKYx9QUeShYygo2V/J7AZqREqmfVp/N+ueLW3DnQKvFyUoEcjX75qzeISCKoNIRjrbueGxs/xcowwums1Es0jTEZ4yHtWiqxoNpP56Fn6MwqAxRGyj5p0Fz9vZFiofVUBHYyC6mXvUz8z+smJrz2UybjxFBJFofChCMToawBNGCKEsOnlmCimM2KyAgrTIztqWRL8Ja/vEpaFzXP8vvLSv0mr6MIJ3AKVfDgCupwBw1oAoFHeIZXeHMmzovz7nwsRgtOvnMMf+B8/gDEsJIU</latexit><latexit sha1_base64="tKUm7aYxpXPQHP8IaGRAUxtmDoc=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBItQN2VGBF0W3bisYB/QDiWTZtrQJDMmmUoZ+h1uXCji1o9x59+YaWehrQcCh3Pu5Z6cIOZMG9f9dgpr6xubW8Xt0s7u3v5B+fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIuA03Ywvs389oQqzSL5YKYx9QUeShYygo2V/J7AZqREqmfVp/N+ueLW3DnQKvFyUoEcjX75qzeISCKoNIRjrbueGxs/xcowwums1Es0jTEZ4yHtWiqxoNpP56Fn6MwqAxRGyj5p0Fz9vZFiofVUBHYyC6mXvUz8z+smJrz2UybjxFBJFofChCMToawBNGCKEsOnlmCimM2KyAgrTIztqWRL8Ja/vEpaFzXP8vvLSv0mr6MIJ3AKVfDgCupwBw1oAoFHeIZXeHMmzovz7nwsRgtOvnMMf+B8/gDEsJIU</latexit>

w<latexit sha1_base64="sGagZRpsBDQQXLOTtGoRB0Vi9Sc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1SQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5LeM+w==</latexit><latexit sha1_base64="sGagZRpsBDQQXLOTtGoRB0Vi9Sc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1SQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5LeM+w==</latexit><latexit sha1_base64="sGagZRpsBDQQXLOTtGoRB0Vi9Sc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1SQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5LeM+w==</latexit><latexit sha1_base64="sGagZRpsBDQQXLOTtGoRB0Vi9Sc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1SQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5LeM+w==</latexit>

w<latexit sha1_base64="sGagZRpsBDQQXLOTtGoRB0Vi9Sc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1SQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5LeM+w==</latexit><latexit sha1_base64="sGagZRpsBDQQXLOTtGoRB0Vi9Sc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1SQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5LeM+w==</latexit><latexit sha1_base64="sGagZRpsBDQQXLOTtGoRB0Vi9Sc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1SQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5LeM+w==</latexit><latexit sha1_base64="sGagZRpsBDQQXLOTtGoRB0Vi9Sc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu9mE3Y1SQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A5LeM+w==</latexit>

↵
<latexit sha1_base64="6EtSdgpKG2qhZbjGZ4j1QLtQzns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCvYD2qXMpmkbm02WJCuUpf/BiwdFvPp/vPlvTNs9aOsLgYd3ZsjMGyWCG+v7315hbX1jc6u4XdrZ3ds/KB8eNY1KNWUNqoTS7QgNE1yyhuVWsHaiGcaRYK1ofDurt56YNlzJBztJWBjjUPIBp2id1eyiSEbYK1f8qj8XWYUghwrkqvfKX92+omnMpKUCjekEfmLDDLXlVLBpqZsaliAd45B1HEqMmQmz+bZTcuacPhko7Z60ZO7+nsgwNmYSR64zRjsyy7WZ+V+tk9rBdZhxmaSWSbr4aJAKYhWZnU76XDNqxcQBUs3droSOUCO1LqCSCyFYPnkVmhfVwPH9ZaV2k8dRhBM4hXMI4ApqcAd1aACFR3iGV3jzlPfivXsfi9aCl88cwx95nz+Lg48Y</latexit><latexit sha1_base64="6EtSdgpKG2qhZbjGZ4j1QLtQzns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCvYD2qXMpmkbm02WJCuUpf/BiwdFvPp/vPlvTNs9aOsLgYd3ZsjMGyWCG+v7315hbX1jc6u4XdrZ3ds/KB8eNY1KNWUNqoTS7QgNE1yyhuVWsHaiGcaRYK1ofDurt56YNlzJBztJWBjjUPIBp2id1eyiSEbYK1f8qj8XWYUghwrkqvfKX92+omnMpKUCjekEfmLDDLXlVLBpqZsaliAd45B1HEqMmQmz+bZTcuacPhko7Z60ZO7+nsgwNmYSR64zRjsyy7WZ+V+tk9rBdZhxmaSWSbr4aJAKYhWZnU76XDNqxcQBUs3droSOUCO1LqCSCyFYPnkVmhfVwPH9ZaV2k8dRhBM4hXMI4ApqcAd1aACFR3iGV3jzlPfivXsfi9aCl88cwx95nz+Lg48Y</latexit><latexit sha1_base64="6EtSdgpKG2qhZbjGZ4j1QLtQzns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCvYD2qXMpmkbm02WJCuUpf/BiwdFvPp/vPlvTNs9aOsLgYd3ZsjMGyWCG+v7315hbX1jc6u4XdrZ3ds/KB8eNY1KNWUNqoTS7QgNE1yyhuVWsHaiGcaRYK1ofDurt56YNlzJBztJWBjjUPIBp2id1eyiSEbYK1f8qj8XWYUghwrkqvfKX92+omnMpKUCjekEfmLDDLXlVLBpqZsaliAd45B1HEqMmQmz+bZTcuacPhko7Z60ZO7+nsgwNmYSR64zRjsyy7WZ+V+tk9rBdZhxmaSWSbr4aJAKYhWZnU76XDNqxcQBUs3droSOUCO1LqCSCyFYPnkVmhfVwPH9ZaV2k8dRhBM4hXMI4ApqcAd1aACFR3iGV3jzlPfivXsfi9aCl88cwx95nz+Lg48Y</latexit><latexit sha1_base64="6EtSdgpKG2qhZbjGZ4j1QLtQzns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCvYD2qXMpmkbm02WJCuUpf/BiwdFvPp/vPlvTNs9aOsLgYd3ZsjMGyWCG+v7315hbX1jc6u4XdrZ3ds/KB8eNY1KNWUNqoTS7QgNE1yyhuVWsHaiGcaRYK1ofDurt56YNlzJBztJWBjjUPIBp2id1eyiSEbYK1f8qj8XWYUghwrkqvfKX92+omnMpKUCjekEfmLDDLXlVLBpqZsaliAd45B1HEqMmQmz+bZTcuacPhko7Z60ZO7+nsgwNmYSR64zRjsyy7WZ+V+tk9rBdZhxmaSWSbr4aJAKYhWZnU76XDNqxcQBUs3droSOUCO1LqCSCyFYPnkVmhfVwPH9ZaV2k8dRhBM4hXMI4ApqcAd1aACFR3iGV3jzlPfivXsfi9aCl88cwx95nz+Lg48Y</latexit>

a)

b)

c)

d)

mediamediaimpact

mediamediatech

Figure 5: Illustration of our model for an episode with N = 3, K = 1, L = 2. The attention
generator translates the distributional signatures from the source pool and the support set into an
attention α for each input example x (5a). The ridge regressor utilizes the generated attention to
weight the lexical representations (5b). It then learns from the support set (5c) and makes predictions
over the query set (5d).

It is well-documented in literature that words which appear frequently are unlikely to be informa-
tive (Sparck Jones, 1972). Thus, we would like to downweigh frequent words and upweight rare
words. To measure general word importance, we select an established approach by Arora et al.
(2016):

s(xi) :=
ε

ε+ P (xi)
(1)

where ε = 10−3, xi is the ith word of input example x, and P (xi) is the unigram likelihood of xi
over the source pool.

On the other hand, words that are discriminative in the support set are likely to be discriminative in
the query set. Thus, we define the following statistic to reflect class-specific word importance:

t(xi) := H(P (y | xi))−1 (2)

where the conditional likelihood P (y | xi) is estimated over the support set using a regularized
linear classifier3 and H(·) is the entropy operator. We note that t(·) measures the uncertainty of the
class label y, given the word. Thus, words that exhibit a skewed distribution will be highly weighted.

Directly applying these statistics may not result in good performance for two reasons: 1) the two
statistics contain complementary information, and it is unclear how to combine them; and 2) these
statistics are noisy approximations to word importance for classification. To bridge this gap, we
concatenate these signatures and employ a bi-directional LSTM (Hochreiter & Schmidhuber, 1997)
to fuse the information across the input: h = biLSTM([s(x); t(x)]). Finally, we use dot-product
attention to predict the attention score αi of word xi:

αi :=
exp

(
vThi

)∑
j exp (vThj)

(3)

where hi is the output of the biLSTM at position i and v is a learnable vector.

4.2 RIDGE REGRESSOR

Informed by the attention generator, the ridge regressor quickly learns to make predictions after see-
ing a few examples. First, for each example in a given episode, we construct a lexical representation
that focuses on important words, as indicated by attention scores. Next, given these lexical repre-
sentations, we train the ridge regressor on the support set from scratch. Finally, we make predictions
over the query set and use the loss to teach the attention generator to produce better attention.

3 See Appendix A.1 for details.
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Constructing representations Given that different words exhibit varying levels of importance
towards classification, we construct lexical representations that favor pertinent words. Specifically,
we define the representation of example x as

φ(x) :=
∑
i

αi · febd(xi) (4)

where febd(·) is a pre-trained embedding function that maps a word into RE .

Training from the support set Given an N -way K-shot classification task, let ΦS ∈ RNK×E be
the representation of the support set, obtained from φ(·), and YS ∈ RNK×N be the one-hot labels.
We adopt ridge regression (Bertinetto et al., 2019) to fit the labeled support set for the following
reasons: 1) ridge regression admits a closed-form solution that enables end-to-end differentiation
through the model, and 2) with proper regularization, ridge regression reduces over-fitting on the
small support set. Specifically, we minimize regularized squared loss

LRR(W ) := ‖ΦSW − YS‖2F + λ ‖W‖2F (5)

over the weight matrix W ∈ RE×N . Here ‖·‖F denotes the Frobenius norm, and λ > 0 controls the
conditioning of the learned transformation W . The closed-form solution can be obtained as

W = ΦT
S (ΦSΦT

S + λI)−1YS (6)

where I is the identity matrix.

Inference on the query set Let ΦQ denote the representation of the query set. Although we
optimized for a regression objective in Eq equation 5, the learned transformation has been shown to
work well in few-shot classification after a calibration step (Bertinetto et al., 2019), as

ŶQ = aΦQW + b (7)

where a ∈ R+ and b ∈ R are meta-parameters learned through meta-training. Finally, we apply
a softmax over ŶQ to obtain the predicted probabilities P̂Q. Note that this calibration only adjusts
the temperature and scale of the softmax; its mode remains unchanged. During meta-training, we
compute the cross-entropy loss LCE between P̂Q and the labels over the query set. Since both ΦS

and ΦQ depend on φ(·), LCE provides supervision for the attention generator.

4.3 THEORETICAL ANALYSIS

Working with distributional signatures brings certified robustness against input perturbations. For-
mally, let (P,S,Q) be a single episode, where P is the source pool, S is the support set and Q is
the query set. For any input text x ∈ S ∪Q, the attention generator produces word-level importance
given the support set and the source pool:

α = AttGen(x | S,P).

Now consider a word-substitution perturbation σ that replaces a word w by σ(w).4 If we arbitrar-
ily swap words, we may encounter nonsensical outputs, as important words may be substituted by
common words, like “a” or “the.” Thus, we consider perturbations that preserve the unigram prob-
abilities of words, estimated over the source pool: P (w) = P (σ(w)) for all w ∈ V . In this way,
important words (for one class) are mapped to similarly important words (perhaps for another class).
We use S̃ and Q̃ to denote the support and query sets after applying σ word by word.
Theorem 1. Assume σ : V → V satisfies P (w) = P (σ(w)) for all w. If σ is a bijection, then for
any input text x ∈ S ∪Q and its perturbation x̃ ∈ S̃ ∪ Q̃, the outputs of the attention generator are
the same:

AttGen(x | S,P) = AttGen(x̃ | S̃,P).

The idea behind this proof is to show that general word importance s and class-specific word impor-
tance t are invariant to such perturbations. Details may be found in Appendix A.2.

Alternatively, one can view this word-substitution perturbation as a change to the input distribution.
Let P (x | y) be the conditional probability of the input x given the class label y. Assuming that σ

4 We view this σ as a mapping from the vocabulary set V to itself.
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is a bijection, the conditional after perturbation can be expressed as P̃(x | y) = P
(
σ−1(x) | y

)
,

where σ−1(x) is the result of applying σ−1 to every word in x. Intuitively, Theorem 1 tells us
that if a word w is a discriminative feature for the original classification task, then after the change
of the input distribution, the word σ(w) should be a discriminative feature for the new task. This
property makes sense since word-importance for classification should depends only on the relative
differences between classes. In fact, the theorem holds when the input to the attention generator is
any function of unigram counts. We also note that the classification performance on the query set
can be different, as the pre-trained embedding function febd(·) is generally not invariant under such
perturbations.

5 EXPERIMENTAL SETUP

5.1 DATASETS

We evaluate our approach on five text classification datasets and one relation classification dataset.5
(See Appendix A.4 for more details.)

20 Newsgroups is comprised of informal discourse from news discussion forums (Lang, 1995).
Documents are organized under 20 topics.

RCV1 is a collection of Reuters newswire articles from 1996 to 1997 (Lewis et al., 2004). These
articles are written in formal speech and labeled with a set of topic codes. We consider 71 second-
level topics as our total class set and discard articles that belong to more than one class.

Reuters-21578 is a collection of shorter Reuters articles from 1987 (Lewis, 1997). We use the
standard ApteMod version of the dataset. We discard articles with more than one label and consider
31 classes that have at least 20 articles.

Amazon product data contains customer reviews from 24 product categories (He & McAuley,
2016). Our goal is to classify reviews into their respective product categories. Since the original
dataset is notoriously large (142.8 million reviews), we select a more tractable subset by sampling
1000 reviews from each category.

HuffPost headlines consists of news headlines published on HuffPost between 2012 and
2018 (Misra, 2018). These headlines split among 41 classes. They are shorter and less grammatical
than formal sentences.

FewRel is a relation classification dataset developed for few-shot learning (Han et al., 2018). Each
example is a single sentence, annotated with a head entity, a tail entity, and their relation. The goal
is to predict the correct relation between the head and tail. The public dataset contains 80 relation
types.

5.2 BASELINES

We compare our model (denoted as OUR) to different combinations of representations and learning
algorithms. Details of the baselines may be found in Appendix A.11.

Representations We evaluate three representations. AVG represents each example as the mean
of its embeddings. IDF represents each example as the weighted average of its word embeddings,
with weights given by inverse document frequency over all training examples. CNN applies 1D
convolution over the input words and obtains the representation by max-over-time pooling (Kim,
2014).

Learning algorithms In addition to the ridge regressor (RR) (Bertinetto et al., 2019), we evaluate
two standard supervised learning algorithms and two meta-learning algorithms. NN is a 1-nearest-
neighbor classifier under Euclidean distance. FT pre-trains a classifier over all training examples,
then finetunes the network using the support set (Chen et al., 2019). MAML meta-learns a prior
over model parameters, so that the model can quickly adapt to new classes (Finn et al., 2017).
Prototypical network (PROTO) meta-learns a metric space for few-shot classification by minimizing

5All processed datasets along with their splits are publicly available.
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Method 20 News Amazon HuffPost RCV1 Reuters FewRel Average

Rep. Alg. 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot

AVG NN 33.9 45.8 46.7 60.3 31.4 41.5 43.7 60.8 56.5 80.5 47.5 60.6 43.3 58.2
IDF NN 38.8 51.9 51.4 67.1 31.5 42.3 41.9 58.2 57.8 82.9 46.8 60.6 44.7 60.5
CNN FT 33.0 47.1 45.7 63.9 32.4 44.1 40.3 62.3 70.9 91.0 54.0 71.1 46.0 63.2

AVG PROTO 36.2 45.4 37.2 51.9 35.6 41.6 28.4 31.2 59.5 68.1 44.0 46.5 40.1 47.4
IDF PROTO 37.8 46.5 41.9 59.2 34.8 50.2 32.1 35.6 61.0 72.1 43.0 61.9 41.8 54.2
CNN PROTO 29.6 35.0 34.0 44.4 33.4 44.2 28.4 29.3 65.2 74.3 49.7 65.1 40.1 48.7

AVG MAML 33.7 43.9 39.3 47.2 36.1 49.6 39.9 50.6 54.6 62.5 43.8 57.8 41.2 51.9
IDF MAML 37.2 48.6 43.6 62.4 38.9 53.7 42.5 54.1 61.5 72.0 48.2 65.8 45.3 59.4
CNN MAML 28.9 36.7 35.3 43.7 34.1 45.8 39.0 51.1 66.6 85.0 51.7 66.9 42.6 54.9

AVG RR 37.6 57.2 50.2 72.7 36.3 54.8 48.1 72.6 63.4 90.0 53.2 72.2 48.1 69.9
IDF RR 44.8 64.3 60.2 79.7 37.6 59.5 48.6 72.8 69.1 93.0 55.6 75.3 52.6 74.1
CNN RR 32.2 44.3 37.3 53.8 37.3 49.9 41.8 59.4 71.4 87.9 56.8 71.8 46.1 61.2

OUR 52.1 68.3 62.6 81.1 43.0 63.5 54.1 75.3 81.8 96.0 67.1 83.5 60.1 78.0

OUR w/o t(·) 50.1 67.5 61.7 80.5 42.0 60.8 51.5 75.1 76.7 93.7 66.9 83.2 58.1 76.8
OUR w/o s(·) 41.9 60.7 51.1 75.3 40.1 60.2 48.5 72.8 78.1 94.8 65.8 82.6 54.2 74.4
OUR w/o biLSTM 50.3 66.9 61.9 80.9 42.2 63.0 51.8 74.1 77.2 95.4 66.4 82.9 58.3 77.2

OUR w EBD 39.7 57.5 56.5 76.3 40.6 58.6 48.6 71.5 81.7 95.8 61.5 80.9 54.8 73.4

Table 1: Results of 5-way 1-shot and 5-way 5-shot classification on six datasets. The bottom four
rows present our ablation study. For complete results with standard deviations see Table 8 and 9 in
Appendix A.12.

the Euclidean distance between the centroid of each class and its constituent examples (Snell et al.,
2017).

5.3 IMPLEMENTATION DETAILS

We use pre-trained fastText embeddings (Joulin et al., 2016) for our model and all baselines. For
sentence-level datasets (HuffPost, FewRel), we also experiment with pre-trained BERT embed-
dings (Devlin et al., 2018) using HuggingFaces codebase (Wolf et al., 2019). For relation classifica-
tion (FewRel), we augment the input of our attention generator with positional embeddings (Zhang
et al., 2017).6

In the attention generator, we use a biLSTM with 50 hidden units and apply dropout of 0.1 on the
output (Srivastava et al., 2014). In the ridge regressor, we optimize meta-parameters λ and a in the
log space to maintain the positivity constraint. All parameters are optimized using Adam with a
learning rate of 0.001 (Kingma & Ba, 2014).

During meta-training, we sample 100 training episodes per epoch. We apply early stopping when
the validation loss fails to improve for 20 epochs. We evaluate test performance based on 1000
testing episodes and report the average accuracy over 5 different random seeds.

6 RESULTS

We evaluated our model in both 5-way 1-shot and 5-way 5-shot settings. These results are reported in
Table 1. Our model consistently achieves the best performance across all datasets. On average, our
model improves 5-way 1-shot accuracy by 7.5% and 5-way 5-shot accuracy by 3.9%, against the best
baseline for each dataset. When comparing against CNN+PROTO, our model improves by 20.0% on
average in 1-shot classification. The empirical results clearly demonstrate that meta-learners privy
to lexical information consistently fail, while our model is able to generalize past class-specific
vocabulary. Furthermore, Figure 6 illustrates that a lexicon-aware meta-learner (CNN+PROTO) is
able to overfit the training data faster than our model, but our model more readily generalizes to
unseen classes.

6We also provide the same positional embeddings to the baseline CNN.
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(a) CNN+PROTO (b) OUR

Figure 6: Learning curve of CNN+PROTO (left) v.s. OUR (right) on the Reuters dataset. We plot
average 5-way 1-shot accuracy over 50 episodes sampled from seen classes (blue) and unseen classes
(red). While OUR has weaker representational power, it generalizes better to unseen classes.

Method HuffPost FewRel

Rep. Alg. 1 shot 5 shot 1 shot 5 shot

AVG NN 23.23 ±0.20 34.22 ±0.28 52.37 ±0.27 64.85 ±0.25

IDF NN 33.49 ±0.18 45.71 ±0.17 48.65 ±0.18 62.35 ±0.18

CNN FT 37.30 ±1.08 51.56 ±1.28 61.10 ±2.54 80.04 ±0.69

AVG PROTO 34.21 ±0.56 49.77 ±1.90 50.27 ±0.98 66.24 ±2.01

IDF PROTO 36.06 ±0.84 54.58 ±0.99 48.23 ±0.58 67.82 ±0.72

CNN PROTO 36.17 ±1.00 50.55 ±0.96 57.08 ±5.52 75.01 ±2.21

AVG MAML 38.58 ±1.56 55.32 ±1.42 47.18 ±3.49 64.50 ±2.72

IDF MAML 34.22 ±0.74 56.50 ±1.50 50.06 ±2.88 68.43 ±2.50

CNN MAML 38.39 ±1.68 53.86 ±0.76 47.68 ±1.66 71.56 ±4.75

AVG RR 25.34 ±0.14 51.52 ±0.14 55.65 ±0.27 73.91 ±0.77

IDF RR 40.38 ±0.11 61.72 ±1.03 54.48 ±0.26 73.48 ±0.72

CNN RR 41.37 ±0.54 53.10 ±0.76 65.65 ±5.70 78.65 ±4.24

OUR 42.12 ±0.15 62.97 ±0.67 70.08 ±0.56 88.07 ±0.27

Table 2: 5-way 1-shot and 5-way 5-shot classification on HuffPost and FewRel using BERT.

Ablation study We perform ablation studies on the attention generator. These results are shown at
the bottom of Table 1. We observe that both statistics s(·) and t(·) contribute to the performance,
though the former has a larger impact. We also note that instead of computing word importance
independently for each word using a multilayer perceptron (OUR w/o biLSTM), fusing information
across the input with an biLSTM improves performance slightly.

Finally, we observe that restricting meta-knowledge to distributional signatures is essential to per-
formance: when both lexical word embeddings and distributional signatures are fed to the attention
generator (OUR w EBD), the performance drops consistently.

Contextualized representations For sentence-level datasets (FewRel, HuffPost), we also experi-
ment with contextualized representations, given by BERT (Devlin et al., 2018). These results are
shown in Table 2. While BERT significantly improves classification performance on FewRel, we ob-
serve no performance boost on HuffPost. We postulate that this discrepancy arises because relation
classification is highly contextual, while news classification is mostly keyword-based.

Analysis We visualize our attention-weighted representation φ(x) in Figure 7. Compared to directly
using general word importance s(x) or class-specific word importance t(x), our method produces
better separation, which enables effective learning from a few examples. This highlights that the
power of our approach lies not in the distributional signatures themselves, but rather in the represen-
tations learned on top of them.

Figure 8 visualizes the model’s input and output on the same query example in two testing episodes.
The example belongs to the class jobs in the Reuters dataset. First, we observe that our model
generates meaningful attention from noisy distributional signatures. Furthermore, the generated

9



Published as a conference paper at ICLR 2020

talk.politics.mideast
talk.politics.misc
talk.politics.guns
talk.religion.misc
soc.religion.christian

(a) s(·)

talk.politics.mideast
talk.politics.misc
talk.politics.guns
talk.religion.misc
soc.religion.christian

(b) t(·)

talk.politics.mideast
talk.politics.misc
talk.politics.guns
talk.religion.misc
soc.religion.christian

(c) OUR

Figure 7: PCA visualization of the input representation for the query set of a testing episode (N = 5,
K = 5, L = 500) sampled from 20 Newsgroups. Weighted averages of word embeddings given by
(a) s(·), (b) t(·), and (c) the attention generator meta-trained on a disjoint set of training classes.

Fine-grained classification Coarse-grained classification

s(x) finnish unemployment was 6.7 pct in
december last year compared with 6.8 pct in
november and 6.1 pct in december 1985 , the
central statistical office said

finnish unemployment was 6.7 pct in
december last year compared with 6.8 pct in
november and 6.1 pct in december 1985 , the
central statistical office said

t(x) finnish unemployment was 6.7 pct in
december last year compared with 6.8 pct in
november and 6.1 pct in december 1985 , the
central statistical office said

finnish unemployment was 6.7 pct in
december last year compared with 6.8 pct in
november and 6.1 pct in december 1985 , the
central statistical office said

OURS finnish unemployment was 6.7 pct in
december last year compared with 6.8 pct in
november and 6.1 pct in december 1985 , the
central statistical office said

finnish unemployment was 6.7 pct in
december last year compared with 6.8 pct in
november and 6.1 pct in december 1985 , the
central statistical office said

Figure 8: Attention weights generated by our model are specific to task. We visualize our model’s
inputs s(x) (top), t(x) (middle), and output (bottom) for one query example from class jobs in
Reuters dataset. Word “statistical” is downweighed for jobs when compared to other economics
classes (left), but it becomes important when considering dissimilar classes (right). Fine-grained
classes: jobs, retail, industrial production index, wholesale production index, consumer production
index. Coarse-grained classes: jobs, cocoa, aluminum, copper, reserves.

attention is task-specific: in the depicted example, if the episode contains other economics-related
classes, the word “statistical” is downweighed by our model. Conversely, “statistical” is upweighted
when we compare jobs to other distant classes.

7 CONCLUSION

In this paper, we propose a novel meta-learning approach that capitalizes on the connection between
word importance and distributional signatures to improve few-shot classification. Specifically, we
learn an attention generator that translates distributional statistics into high-quality attention. This
generated attention then provides guidance for fast adaptation to new classification tasks. Exper-
imental results on both text and relation classification validate that our model identifies important
words for new classes. The effectiveness of our approach demonstrates the promise of meta learning
with distributional signatures.
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A SUPPLEMENTAL MATERIAL

A.1 REGULARIZED LINEAR CLASSIFIER

Given an N -way K-shot classification task, the goal of the regularized linear classifier is to approx-
imate task-specific word importance using the support set.

Let x = {x1, . . . xT } be an input example, and let febd(·) be an embedding function that maps each
word xi into RE . We compute the representation of x by the average of its embeddings:

ψ(x) :=
1

T

∑
i

febd(xi).

Since the support set only contains a few examples, we adopt a simple linear classifier to reduce
overfitting:

p̂ := softmax(Wψ(x))

where W ∈ RN×E is the weight matrix to learn. We minimize the cross entropy loss between
the prediction p̂ and the ground truth label while penalizing the Frobenius norm of W . We stop
training once the gradient norm is less than 0.1. Finally, given a word xi, we estimate its conditional
probability via softmax(Wψ(xi)).

Time efficiency Since the support set is very small (less than 25 examples) and the loss function is
strongly convex, this linear classifier converges very fast in practice.7 Note that for larger problems,
we can speed up computation by formulating this procedure as a regression problem and solving for
its closed-form solution (as in Section 4.2).

A.2 PROOF OF THEOREM 1

Theorem 1. Assume σ : V → V satisfies P (w) = P (σ(w)) for all w. If σ is a bijection, then for
any input text x ∈ S ∪Q and its perturbation x̃ ∈ S̃ ∪ Q̃, the outputs of the attention generator are
the same:

AttGen(x | S,P) = AttGen(x̃ | S̃,P).

Proof. It suffices to show that the general word importance s(·) and the class-specific word im-
portance t(·) are the same under the perturbation φ. For the former, since φ preserves unigram
probability estimated over the source pool, we have

s(xi) =
ε

ε+ P (xi)
=

ε

ε+ P (σ(xi))
= s(σ(xi)).

To prove the latter, we need to show that the conditional probability P (y | xi) estimated over the
support set is also invariant under φ. Let #(xi ∧ y | S) denote the occurrences of the word xi in
examples with class label y over the support set S. Using maximum likelihood estimation, we have

P̂(y | xi,S) =
#(xi ∧ y | S)∑
y′ #(xi ∧ y′ | S)

=
#(σ(xi) ∧ y | S̃)∑
y′ #(σ(xi) ∧ y′ | S̃)

= P̂(y | σ(xi), S̃),

where the second equality is derived from the fact that σ is a bijection.

A.3 LEARNING PROCEDURE

Algorithm 1 contains the pseudo code for our learning procedure. We apply early stopping when
validation loss does not improve for 20 epochs.

A.4 DATASETS

To reliably test our model’s ability to generalize across classes, we consider two data splitting mech-
anisms in our experiments: 1) easy split: we randomly permute all classes and split them into
train/val/test; 2) hard split: we select train/val/test based on the class hierarchy such that train

7less than 1 second on a single GeForce GTX TITAN X
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Algorithm 1 Meta-training procedure. Ntrain =
∣∣Y train

∣∣ is the number of training classes. N < Ntrain
is the number of classes of each few-shot task. K,L are the number of support and query examples
per target class, respectively. To ease notation, we use SAMPLE(S,N) to denote a subset of S with
N elements, chosen uniformly at random. We use D(Y) ⊆ D to denote the set of all elements
(xi, yi) for which yi ∈ Y .
Input: Training set D = {(x1, y1), (x2, y2), . . .} where each yi ∈ Y train = {1, . . . , Ntrain}
Hyperparameters: parameters of φ; coefficients for losses λ, a, b

repeat
Y ← SAMPLE(Y train, N) . sample target classes
Dsrc ← D(Y train \ Y) . create support pool
T S, T Q ← ∅, ∅ . sample support set and query set
for y ∈ Y do
T S ← T S ∪ SAMPLE(D({y}),K)
T Q ← T Q ∪ SAMPLE(D({y}) \ T S, L)

Generate attention scores using T S, T Q,Dsrc . Eq. 3
Construct attention-weighted representations ΦS,ΦQ using φ(·) . Eq. 4
Compute closed-form solution W of ridge regression from λ, ΦS , and support labels YS . Eq. 6
Given W,a, b, compute cross entropy loss LCE on the query set ΦQ, YQ
Update meta parameters (attention generator and a,B) using LCE

until stopping criterion is met

Dataset # tokens / example vocab size # examples / cls # train cls # val cls # test cls

20 Newsgroups 340 32137 941 8 5 7
RCV1 372 7304 20 37 10 24
Reuters 168 2234 20 15 5 11
Amazon 140 17062 1000 10 5 9
HuffPost 11 8218 900 20 5 16
FewRel 24 16045 700 65 5 10

Table 3: Dataset statistics. See Appendix A.4 for details.

classes are distant to val and test. We applied the easy split to one sentence-level dataset (Huff-
Post) and one document-level dataset (Reuters-21578). Hard split is used for the other four datasets
(details below). This setting tests the generalization capacity of the algorithm, following Xian et al.
(2017).

20 Newsgroups Each class in 20 Newsgroups belongs to one of six top-level categories, which
roughly correspond to computers, recreation, science, politics, religion, and for-sale. We partition
the set of labels so that no top-level category spans two splits. Train contains “sci” and “rec,” val
contains “comp,” and test contains all other labels.

Amazon The Amazon dataset does not come with predefined top-level categories. To generate a
hard split, we first apply spectral clustering to classes based on their word distributions. Then we
select train/val/test from different clusters.

RCV1 We apply the same approach as above.

FewRel While FewRel does not provide higher-level categories, we observe that most relations
occur between named entities of similar types. Thus, we extract the named entity type of the head
and tail for each example using a pretrained spaCy parser.8 For each class, we determine the most
common head and tail entity types. Test contains all classes for which the most common head entity
type is WORK OF ART. Train and validation were arbitrarily split to contain the remaining relations.

A.5 OTHER BASELINES

We also consider two other baselines: induction network (Geng et al., 2019) and P-MAML (Zhang
et al., 2019). Implementation details may be found in Appendix A.11.

8https://spacy.io/
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Method 20 News Amazon HuffPost RCV1 Reuters FewRel

1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot

INDUCTION NET 27.6 32.1 30.6 37.1 34.9 44.0 32.3 37.3 58.3 66.9 50.4 56.1
P-MAML — — 47.1 58.4 31.0 51.3 — — 53.0 72.9 — —

OUR 52.1 68.3 62.6 81.1 43.0 63.5 54.1 75.3 81.8 96.0 67.1 83.5

Table 4: Comparison against Induction Net (Geng et al., 2019) and P-MAML (Zhang et al., 2019).
We run P-MAML on text classification datasets with shorter documents, for which it is feasible to
finetune BERT (after WordPiece tokenization, documents from ”longer” datasets exceed BERT’s
max length of 512 tokens).
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Figure 9: Learning curves of INDUCTION NET on Huffpost and Reuters. We plot average 5-way
5-shot accuracy over 50 episodes sampled from seen classes (blue) and unseen classes (red).

• Induction network encodes input examples using a biLSTM with self-attentive pool-
ing (Lin et al., 2017). Based on the encoded representation, it then computes a prototype
for each class through dynamic routing over the support set (Sabour et al., 2017). Finally,
it uses a neural tensor layer (Socher et al., 2013) to predict the relation between each query
example and the class prototypes.

• P-MAML combines pre-training with MAML. It first finetunes pre-trained BERT repre-
sentation on the meta-training data using masked language modeling (Devlin et al., 2018).
Based on this finetuned representation, it trains first-order MAML Finn et al. (2017) to
enable fast adaptation.

Table 4 shows that learning with distributional signatures (OUR) significantly outperforms the two
baselines across all datasets. This is not surprising: both baselines build meta-knowledge on top of
lexical representations, which may not generalize when the lexical distributions are vastly different
between seen classes and unseen classes. Figure 9 shows the learning curve of INDUCTION NET.
Similar to Figure 6, we see that INDUCTION NET overfits to meta-train classes with poor general-
ization to meta-test classes. Figure 10 depicts the perplexity of BERT’s masked language model
objective, during finetuning for P-MAML. Again, we see that the meta-train and meta-test classes
exhibit vast lexical mismatch, as the perplexity improves only slightly on meta-test classes.

A.6 ANALYSIS OF LEARNED REPRESENTATION

To further understand the rationale behind our performance boost, we provide a more detailed anal-
ysis on our model’s empirical behavior.

Visualizing the embedding space We visualize our attention-weghted representation φ(x) in
20 Newsgroups (Figure 11) and HuffPost (Figure 12). We observe that our model produces bet-
ter separation than the unweighted average AVG and directly using the distributional statistics, s(x)
or t(x). For instance, in 20 Newsgroups, our model recognizes three clusters: {talk.religion.misc,
soc.religion.christian}, {talk.politics.mideast} and {talk.politics.misc, talk.politics.guns},
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Figure 10: Perplexity during BERT language model finetuning in P-MAML. The lexical distributions
mismatch significantly between meta-train and meta-test classes.
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(a) AVG
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soc.religion.christian

(b) s(·)

talk.politics.mideast
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soc.religion.christian

(c) t(·)

talk.politics.mideast
talk.politics.misc
talk.politics.guns
talk.religion.misc
soc.religion.christian

(d) OUR

Figure 11: PCA visualization of the input representation for a testing episode in 20 Newsgroups
with N = 5, K = 5, L = 500 (the query set has 500 examples per class). AVG: average word
embeddings. s(·): weighted average of word embeddings with weights given by s(·). t(·): weighted
average of word embeddings with weights given by t(·). OUR: weighted average of word embed-
dings with weights given by the attention generator meta-trained on a disjoint set of training classes.

Cosine similarity to oracle word importance We also quantitatively analyze the generated atten-
tion in in 20 Newsgroups and HuffPost (Figure 13).

To obtain a more reliable estimate of word importance, we train an oracle model over all examples
from the N target classes. This oracle model uses a biLSTM to encode each example from its
word embeddings. It then generates an attention score based on this encoding. In order to estimate
the importance of individual unigram, we use this attention score to weight the “original” word
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Figure 12: PCA visualization of the input representation for a testing episode in HuffPost Headlines
with N = 5, K = 5, L = 500. AVG: average word embeddings. s(·): weighted average of word
embeddings with weights given by s(·). t(·): weighted average of word embeddings with weights
given by t(·). OUR: weighted average of word embeddings with weights given by the attention
generator meta-trained on a disjoint set of training classes.

embeddings (not the output of the biLSTM). A MLP with one hidden layer is used to perform
N -way classification from the attention-weighted representation.

Compared to both s(·) and t(·), the attention generated by our model is much closer to the oracle’s,
which explains our model’s large performance gains. Note that the attention generator does not see
any examples from the target classes during meta-training.

Visualizing the generated attention Figure 14 visualizes the generated attention for a testing
episode in HuffPost. We observe that our model identifies meaningful keywords from the sentence.

A.7 EFFECT OF SOFTMAX CALIBRATION

In Section 4.2, we use ridge regression with softmax calibration as our downstream predictor due to
its efficiency and effectiveness. To study the effect of the softmax calibration, we follow Bertinetto
et al. (2019) and compare ridge regression against direct optimization of binary logistic classifiers
(LR) with Newton’s method (five iterations). Since Newton’s method admits a closed-form solu-
tion at each iteration, the final solution is also end-to-end differentiable. For each N -way K-shot
episode, to adapt the binary logistic classifier for multi-class prediction, we train N binary (one-vs-
all) classifiers using the support set. The output of the N binary classifiers are combined to make
the final predictions on the query set (Bishop, 2006, Chapter 4.1.2).

The results are shown in Table 5. Overall, RR and LR produce similar results (78.0 vs. 77.1 on 5-
way 5-shot, 60.1 vs. 58.5 on 5-way 1-shot, respectively), though RR performs slightly better. When
using LR as the downstream predictor, learning with distributional signatures improves 5-way 1-shot
accuracy by 6.1% and 5-way 5-shot accuracy by 3.2% over the best baseline. Note that LR requires
solving N binary classifications for each episode, which is less efficient than RR.
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Figure 13: Average cosine similarity to the oracle word importance over the query set of a testing
episode with N = 5, K = 5, L = 500. This oracle is estimated using all labeled examples from the
N classes. Since examples in HuffPost Headlines are 30 times shorter, the cosine similarities are
higher in this corpora. AVG: uniform distribution over the words. s(·): word importance estimated
directly by s(·). t(·): word importance estimated directly by t(·). OUR: word importance estimated
by the meta-learned attention generator.

class input example

taste you wo n’t even miss the meat with these delicious vegetarian sandwiches

taste these cookies are spot - on copies of the oscars dresses

word news prime minister saad hariri ’s return to lebanon : a moment of truth

word news new zealand just became the 11th country to send a rocket into orbit

style beyoncé dressed like the queen she is at the grammys

style tilda swinton , is that a jacket or a dress ?

science the world of science has a lot to look forward to in 2016

science dione crosses saturn ’s disk in spectacular new image

education the global search for education : just imagine secretary hargreaves

education thinking at harvard : what is the future of learning ?

Figure 14: Visualization of the attention generated by our model on 10 query examples from a 5-way
5-shot testing episode in Huffpost Headlines.

A.8 FINETUNING WORD EMBEDDINGS DURING META-TRAINING

In Table 1, we fix word embeddings during meta-training for all experiments. Table 6 studies the
effect of finetuning word embeddings during meta-training. We observe that when the word embed-
dings are finetuned, performance drops for nearly all models.

To intuitively understand this behavior, we compare the meta-train vocabulary with the meta-test vo-
cabulary. On Amazon, 15095 of 28591 (52.8%) tokens in the meta-train vocabulary are not present
in meta-test, and 21049 of 34545 (60.9%) tokens in the meta-test vocabulary are not present in meta-
train. On Reuters, 3604 of 6372 (56.6%) meta-train tokens are not in meta-test, while 2481 of 5249
(47.2%) meta-test tokens are not in meta-test. Due to this lexical mismatch, finetuning will destroy
the original geometry of the pretrained word embeddings, leading to poor generalization on unseen
tasks.
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Method 20 News Amazon HuffPost RCV1 Reuters FewRel Average

Rep. Alg. 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot

AVG RR 37.6 57.2 50.2 72.7 36.3 54.8 48.1 72.6 63.4 90.0 53.2 72.2 48.1 69.9
IDF RR 44.8 64.3 60.2 79.7 37.6 59.5 48.6 72.8 69.1 93.0 55.6 75.3 52.6 74.1
CNN RR 32.2 44.3 37.3 53.8 37.3 49.9 41.8 59.4 71.4 87.9 56.8 71.8 46.1 61.2
OUR RR 52.1 68.3 62.6 81.1 43.0 63.5 54.1 75.3 81.8 96.0 67.1 83.5 60.1 78.0

AVG LR 37.7 56.8 50.0 71.6 36.3 56.0 47.9 72.5 62.7 89.3 52.4 72.9 47.8 69.9
IDF LR 46.1 64.2 60.5 79.9 38.7 59.3 47.3 72.5 68.1 93.0 55.5 74.9 52.7 74.0
CNN LR 32.6 47.5 41.0 58.5 37.6 50.9 44.2 63.6 75.0 90.3 58.7 72.1 48.2 63.8
OUR LR 49.7 67.6 61.6 80.7 41.9 61.9 54.4 74.1 79.5 95.6 65.8 82.8 58.8 77.1

Table 5: Results of 5-way 1-shot and 5-way 5-shot classification on six datasets using ridge regres-
sion vs. logistic regression with Newton’s method.

Method 5-way 5-shot Reuters 5-way 5-shot Amazon

Rep. Alg. Fix embedding Finetune embedding Fix embedding Finetune embedding

AVG PROTO 68.15 ±1.53 58.40 ±2.84 51.99 ±2.72 41.34 ±1.61

IDF PROTO 72.07 ±2.69 65.93 ±3.08 59.24 ±1.10 48.37 ±2.41

CNN PROTO 74.33 ±1.86 74.20 ±2.85 44.49 ±1.53 44.08 ±2.21

AVG MAML 62.46 ±0.58 50.59 ±1.88 47.22 ±1.99 30.95 ±1.08

IDF MAML 71.96 ±1.48 68.76 ±1.39 62.45 ±1.33 50.63 ±0.61

CNN MAML 85.00 ±0.76 84.19 ±0.41 43.70 ±1.38 43.96 ±1.19

AVG RR 90.00 ±0.49 86.87 ±0.60 72.78 ±0.23 75.65 ±0.51

IDF RR 93.02 ±0.45 93.01 ±0.47 79.78 ±0.28 78.73 ±0.59

CNN RR 87.93 ±1.49 85.47 ±0.57 53.89 ±1.54 52.63 ±2.02

OUR RR 96.00 ±0.27 95.98 ±0.39 81.16 ±0.31 78.94 ±0.56

Table 6: Fixed vs. finetuned word embeddings during meta-training. Since meta-train and meta-test
classes exhibit different word distributions, fixing the word embedding yields better generalization.
That is, we avoid overfitting to the meta-train vocabulary and destroying the geometry of the pre-
trained embeddings.

A.9 DISTRIBUTIONAL SIGNATURES WITH OTHER CLASSIFIERS

In this paper, we demonstrate the advantage of learning meta-knowledge on top of distributional
signatures. We focus on a ridge regressor (Bertinetto et al., 2019) as our downstream classifier due
to its simplicity and effectiveness. However, the idea of learning with distributional signatures is
not limited to ridge regression; rather, we can combine distributional signatures with other learning
methods such as prototypical networks (Snell et al., 2017) and induction networks (Geng et al.,
2019).

Prototypical networks To augment a prototypical network with features learned from distributional
signatures, we can construct per-class prototypes based on the attention-weighted representation
φ(x) (Section 4.2). From Table 7, we see that learning with distributional signatures improves 5-
way 1-shot accuracy by 9.9% and 5-way 5-shot accuracy by 16.7%, against the best prototypical
network baseline for each dataset.

Induction networks We can also augment induction networks with meta-knowledge learned from
distributional signatures. Specifically, we directly feed our attention-weighted representation φ(x)
(Section 4.2) to the induction module. To avoid over-fitting on meta-train features, we replace
the meta-learned relation module (see Geng et al. (2019) for details) by a parameter-free nearest
neighbour predictor, similar to that of prototypical networks. From Table 7, we again see that
learning with distributional signatures improves 5-way 1-shot accuracy by 14.3% and 5-way 5-shot
accuracy by 25.1% on average.

These empirical results clearly demonstrate the benefit of our approach. However, both prototypical
networks and induction networks perform consistently worse than the ridge regressor across all
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Method 20 News Amazon HuffPost RCV1 Reuters FewRel Average

Rep. Alg. 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot 1 shot 5 shot

AVG PROTO 36.2 45.4 37.2 51.9 35.6 41.6 28.4 31.2 59.5 68.1 44.0 46.5 40.1 47.4
IDF PROTO 37.8 46.5 41.9 59.2 34.8 50.2 32.1 35.6 61.0 72.1 43.0 61.9 41.8 54.2
CNN PROTO 29.6 35.0 34.0 44.4 33.4 44.2 28.4 29.3 65.2 74.3 49.7 65.1 40.1 48.7
OUR PROTO 42.4 59.5 52.6 73.9 40.6 58.9 45.1 63.6 72.2 93.9 57.5 75.3 51.7 70.9

LSTM INDUCT 27.6 32.1 30.6 37.1 34.9 44.0 32.3 37.3 58.3 66.9 50.4 56.1 39.0 45.6
OUR INDUCT 45.4 60.0 56.6 73.5 40.4 60.2 42.3 60.3 74.5 93.1 60.5 77.3 53.3 70.7

Table 7: Performance of prototypical networks and induction networks learned on lexical infor-
mation vs. distributional signatures (OUR). LSTM with INDUCT is the original induction network
architecture.
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Figure 15: Learning curve for fully-supervised CNN classifier vs OUR. Blue indicates CNN accu-
racy, with standard deviation shaded. Solid horizontal line is OUR’s 5-shot accuracy; dashed line
is 1-shot accuracy. OUR’s 5-shot performance is competitive, especially when the total number of
labeled examples is small.

experiments. Our hypothesis is that the ridge regressor enables task-specific finetuning based on
the support set, while the prototypical network and induction network directly compute nearest
neighbours from the meta-learned metric space.

A.10 FEW-SHOT LEARNING V.S. SUPERVISED LEARNING

To understand the extent of few-shot learning’s utility, we compare our results with that of a fully-
supervised CNN classifier, as we increase the number of training points. From Figure 15, we see
that our model’s 5-shot accuracy is approximately equivalent to a fully-supervised classifier trained
on 50 examples.
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A.11 IMPLEMENTATION DETAILS

We detail the implementations of our baselines here. All baseline code are available in our reposi-
tory.

CNN For 1D convolution, we use filter windows of 3, 4, 5 with 50 feature maps each. We applied
ReLU after max-over-time pooling.

Prototypical Network Prototypical network meta-learns a multi-layer perceptron to transform the
input representation into an embedding space that is suitable for few-shot classification. If the input
representation is learnable (e.g., CNN), the parameters for the input representation are also updated
using meta-training. In the experiments, we use a MLP with one hidden layer and ReLU activation.
The dimensions of both the hidden layer and the output layer are 300. We apply dropout with rate
0.1 to the hidden layer.

MAML MAML meta-learns an initialization such that the model can quickly adapt to new tasks
after a few gradient steps. For prediction on the input representation, we use a MLP with one hidden
layer of 300 ReLU units. We apply dropout with rate 0.1 to the hidden layer. During the MAML
inner loop (adaptation stage), we perform ten updates with step size 0.1 (we empirically found this
outperform one-step MAML). We backpropagate higher order gradients thoughout meta-training.
During the MAML outerloop, we average the gradient across ten sampled tasks and use Adam with
learning rate 103 to update the parameters.

Finetune Chen et al. (2019) recently showed that fine-tuning a properly pre-trained classifier can
achieve competitive performance when compared with the state-of-the-art meta-learning. Following
their work, we explicitly reduce the intra-class variation during the pre-training stage. Similar to
MAML, we use a MLP with one hidden layer (300 ReLU units) to make predictions from the input
representation (e.g., CNN). During finetuning stage, we re-train the MLP from scratch and fine-tune
the learnable parameters of the input representation. We stop fine-tuning once the gradient norm is
less than 10−3.

Induction network Induction network consists of three modules: encoder module, induction mod-
ule and relation module. The encoder module uses a biLSTM with self-attention to obtain a fix-
length representation of each input example. The induction module performs dynamic routing to
compute the class-specific prototype. The relation module uses a neural tensor layer to predict the
relation association between each query example and the prototypes. Following Geng et al. (2019),
we set the hidden state size of biLSTM to 256 (128 for each direction) and the attention dimension
to 64. The iteration number in dynamic routing is set to 3. The dimension of the neural tensor layer
is set to 100.

P-MAML P-MAML (Zhang et al., 2019) has two phases: masked language model pretraining (De-
vlin et al., 2018) and MAML (Finn et al., 2017). For pretraining, we used Hugging Face’s language
model finetuning code with default hyperparameters and BERT’s pretrained base-uncased model.
We applied early stopping when the validation perplexity failed to decrease for 2 epochs. After pre-
training, we add a softmax layer on top of the representation of the [CLS] token (Devlin et al., 2018)
to make predictions. During the MAML inner loop (adaptation stage), we perform ten updates with
step size 10−3. Following Zhang et al. (2019), we do not consider higher order gradients. During
the MAML outerloop, we average the gradient across ten sampled tasks and use Adam with learning
rate 10−5 to update the parameters.
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A.12 RESULTS

This section contains experimental results with standard deviations.

Rep. Alg. 20 News Amazon HuffPost RCV1 Reuters FewRel

AVG NN 33.95 ±0.33 46.76 ±0.14 31.45 ±0.18 43.76 ±0.14 56.48 ±0.91 47.58 ±0.38

IDF NN 38.88 ±0.33 51.43 ±0.15 31.53 ±0.18 41.96 ±0.22 57.76 ±0.91 46.84 ±0.31

CNN FT 33.00 ±0.74 45.71 ±0.86 32.45 ±0.54 40.33 ±1.47 70.89 ±4.30 54.08 ±0.33

AVG PROTO 36.25 ±0.33 37.26 ±1.85 35.68 ±1.25 28.48 ±0.96 59.54 ±1.48 44.04 ±0.80

IDF PROTO 37.86 ±1.13 41.91 ±1.17 34.88 ±0.73 32.14 ±0.51 61.00 ±1.23 43.09 ±1.15

CNN PROTO 29.67 ±1.02 34.02 ±1.48 33.49 ±0.79 28.43 ±0.68 65.22 ±1.52 49.78 ±0.22

AVG MAML 33.74 ±0.32 39.35 ±1.38 36.14 ±1.23 39.98 ±1.83 54.55 ±1.08 43.83 ±2.04

IDF MAML 37.26 ±1.62 43.63 ±2.42 38.95 ±0.48 42.58 ±0.77 61.46 ±1.50 48.22 ±1.20

CNN MAML 28.98 ±1.62 35.30 ±1.04 34.12 ±0.86 39.03 ±0.97 66.62 ±1.89 51.73 ±3.98

AVG RR 37.60 ±0.10 50.25 ±0.23 36.33 ±0.36 48.17 ±0.17 63.39 ±0.95 53.25 ±1.01

IDF RR 44.83 ±1.07 60.27 ±1.33 37.68 ±0.96 48.65 ±0.57 69.12 ±1.87 55.65 ±1.08

CNN RR 32.25 ±1.62 37.30 ±0.80 37.32 ±1.15 41.81 ±1.49 71.40 ±1.63 56.83 ±2.30

OUR 52.17 ±0.65 62.66 ±0.67 43.09 ±0.16 54.15 ±1.06 81.81 ±1.61 67.10 ±0.93

OUR w/o t(·) 50.15 ±1.62 61.77 ±0.73 42.09 ±0.37 51.51 ±0.75 76.71 ±1.44 66.93 ±0.46

OUR w/o s(·) 41.99 ±0.69 51.12 ±0.88 40.16 ±0.23 48.59 ±0.62 78.15 ±0.99 65.83 ±0.33

OUR w/o biLSTM 50.35 ±0.73 61.95 ±0.40 42.22 ±0.66 51.88 ±0.84 77.17 ±1.53 66.42 ±0.35

OUR w EBD 39.68 ±2.60 56.48 ±2.63 40.64 ±0.84 48.64 ±0.69 81.68 ±2.21 61.47 ±1.89

Table 8: 5-way 1-shot classification. The bottom four rows present our ablation study.

Rep. Alg. 20 News Amazon HuffPost RCV1 Reuters FewRel

AVG NN 45.87 ±0.39 60.36 ±0.20 41.55 ±0.23 60.84 ±0.19 80.51 ±0.66 60.67 ±0.30

IDF NN 51.94 ±0.20 67.15 ±0.21 42.35 ±0.15 58.27 ±0.23 82.88 ±0.57 60.62 ±0.41

CNN FT 47.17 ±0.98 63.91 ±1.20 44.13 ±0.70 62.34 ±0.56 90.95 ±3.59 71.19 ±0.57

AVG PROTO 45.42 ±1.36 51.99 ±2.72 41.67 ±1.13 31.22 ±1.53 68.15 ±1.53 46.55 ±1.58

IDF PROTO 46.53 ±1.44 59.24 ±1.10 50.24 ±0.94 35.63 ±0.83 72.07 ±2.69 61.99 ±1.82

CNN PROTO 35.09 ±0.71 44.49 ±1.53 44.21 ±0.58 29.33 ±0.81 74.33 ±1.86 65.16 ±0.99

AVG MAML 43.92 ±1.07 47.22 ±1.99 49.69 ±0.54 50.69 ±1.03 62.46 ±0.58 57.87 ±1.86

IDF MAML 48.62 ±1.31 62.45 ±1.33 53.70 ±0.29 54.14 ±0.72 71.96 ±1.48 65.80 ±1.19

CNN MAML 36.79 ±0.78 43.70 ±1.38 45.89 ±0.53 51.15 ±0.39 85.00 ±0.76 66.90 ±3.23

AVG RR 57.24 ±0.19 72.78 ±0.23 54.86 ±0.21 72.62 ±0.17 90.00 ±0.49 72.22 ±0.16

IDF RR 64.35 ±0.54 79.78 ±0.28 59.56 ±1.78 72.85 ±0.21 93.02 ±0.45 75.30 ±0.34

CNN RR 44.32 ±0.44 53.89 ±1.54 49.96 ±0.20 59.47 ±0.58 87.93 ±1.49 71.81 ±1.25

OUR 68.33 ±0.17 81.16 ±0.31 63.51 ±0.10 75.38 ±1.12 96.00 ±0.27 83.53 ±0.27

OUR w/o t(·) 67.59 ±0.57 80.58 ±0.19 60.86 ±0.19 75.12 ±0.90 93.71 ±0.84 83.20 ±0.39

OUR w/o s(·) 60.77 ±0.52 75.37 ±0.27 60.29 ±0.35 72.84 ±0.23 94.79 ±0.32 82.62 ±0.20

OUR w/o biLSTM 66.99 ±0.32 80.90 ±0.36 63.04 ±0.20 74.19 ±0.22 95.36 ±0.39 82.90 ±0.21

OUR w EBD 57.52 ±2.39 76.34 ±0.65 58.58 ±1.09 71.50 ±0.28 95.76 ±0.53 80.88 ±1.18

Table 9: 5-way 5-shot classification. The bottom four rows present our ablation study.
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talk.politics.mideast sci.space misc.forsale talk.politics.misc comp.graphics

israel space sale president image
armenian nasa 00 cramer graphics
turkish launch shipping mr jpeg

armenians orbit offer stephanopoulos images
israeli shuttle condition people gif
jews moon 1st government format

armenia henry price optilink file
arab earth forsale myers 3d

people mission asking clayton ftp
jewish solar comics gay color

sci.crypt comp.windows.x comp.os.ms-windows.misc talk.politics.guns talk.religion.misc

key window ax gun god
clipper xx max guns jesus

encryption motif windows fbi sandvik
chip server g9v firearms christian
keys widget b8f atf bible

security file a86 batf jehovah
privacy xterm 145 weapons christ

government x11 pl people lord
escrow entry 1d9 waco kent

des dos 34u cdt brian

rec.autos sci.med comp.sys.mac.hardware sci.electronics rec.sport.hockey

car medical mac circuit hockey
cars disease apple wire game

engine msg centris ground team
ford cancer quadra wiring nhl
oil health lc voltage play

dealer patients monitor battery season
callison doctor duo copy games
mustang hiv nubus amp 25

com food drive electronics ca
autos diet simms audio pit

alt.atheism rec.motorcycles comp.sys.ibm.pc.hardware rec.sport.baseball soc.religion.christian

god bike scsi baseball god
atheism dod drive game church
atheists ride ide year jesus

keith bmw controller team christ
livesey com card players sin

morality riding bus games christians
religion bikes drives hit christian
moral motorcycle bios braves rutgers

islamic dog disk runs bible
say rider pc pitcher faith

Table 10: Top 10 LMI-ranked words for each class in 20 Newsgroup. Class names are shown in
italic. Different class exhibit different salient features.
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